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(57) ABSTRACT

The present technology relates to systems, methods and
devices for haptically-enabled virtual reality simulation of
cerebral aneurysm clipping, wherein a user uses two physi-
cal stations during the simulation. The first station is a haptic
and augmented reality station, and the second station is a
haptic and virtual reality station.
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FiG. 8
FIG. 9
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FIG. 10
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FIG. 14
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HAPTIC AUGMENTED AND VIRTUAL
REALITY SYSTEM FOR SIMULATION OF
SURGICAL PROCEDURES

RELATED APPLICATIONS

[0001] This is a continuation-in-part of U.S. application
Ser. No. 13/628.,841, entitled “Haptic Augmented and Vir-
tual Reality System for Simulation of surgical procedures,”
filed on Sep. 27, 2012, currently pending, which is hereby
incorporated by reference herein in its entirety.

FIELD OF THE INVENTION

[0002] The present technology relates to methods, devices
and systems for haptically-enabled simulation of cerebral
aneurysm clipping using a haptic augmented and virtual
reality system that includes an open surgery station that
simulates performance of open surgery steps and a micro-
surgery station for simulates performance of microsurgery
steps.

DESCRIPTION OF RELATED ART

[0003] Brain aneurysms are associated with a very sig-
nificant mortality and morbidity related to stroke in previ-
ously healthy young patients, as well as older patients.
Aneurysm clipping is an important procedure for large and
complex aneurysms which cannot be treated by aneurysm
coiling methods. Additionally, regardless of the complexity
of the aneurysm itself, it regularly takes medical residents up
to six months just to learn how to approach the aneurysm
location surgically by pterional craniotomy and Sylvian
fissure dissection. Moreover, in studying surgical methods of
aneurysm clipping, there are also many elements of surgical
judgment to be learned, such as optimal operative angle
from which to approach the aneurysm, which affects cran-
iotomy placement.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] Specific examples have been chosen for purposes
of illustration and description, and are shown in the accom-
panying drawings, forming a part of the specification.
[0005] FIG. 1 illustrates a perspective schematic view of
one example of a known open surgery station, which can be
used in a haptic augmented and virtual reality system of the
present technology.

[0006] FIG. 2 illustrates a block diagram of a known
software and hardware architecture for the system of FIG. 1.
[0007] FIG. 3 illustrates a second perspective schematic
view of the open surgery station of FIG. 1.

[0008] FIG. 4 illustrates a perspective schematic view of
one example of a microsurgery station of the present tech-
nology, which can be used in a haptic augmented and virtual
reality system of the present technology.

[0009] FIG. 5 illustrates a block diagram of one example
of a method of performing simulated cerebral aneurysm
clipping with a haptic augmented and virtual reality system
of the present technology.

[0010] FIG. 6 illustrates one example of a haptic stylus
that can be used in a haptic augmented and virtual reality
system of the present technology.

[0011] FIG. 7 illustrates one example of a virtual aneu-
rysm clip that can be provided in an instrument library in a
haptic augmented and virtual reality system of the present
technology.
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[0012] FIG. 8 illustrates one example of a virtual aneu-
rysm clip holder that can be provided in an instrument
library in a haptic augmented and virtual reality system of
the present technology.

[0013] FIG. 9 illustrates one example of a virtual cran-
iotome that can be provided in an instrument library in a
haptic augmented and virtual reality system of the present
technology.

[0014] FIG. 10 illustrates one example of a virtual suction
tip 69 that can be provided in an instrument library in a
haptic augmented and virtual reality system of the present
technology.

[0015] FIG. 11 illustrates one example of a virtual burr
tool 64 that can be provided in an instrument library in a
haptic augmented and virtual reality system of the present
technology.

[0016] FIG. 12 illustrates one example of a virtual cau-
terizer that can be provided in an instrument library in a
haptic augmented and virtual reality system of the present
technology.

[0017] FIG. 13 illustrates one example of a virtual bipolar
electrocautery forceps that can be provided in an instrument
library in a haptic augmented and virtual reality system of
the present technology.

[0018] FIG. 14 illustrates one example of a virtual surgical
marker that can be provided in an instrument library in a
haptic augmented and virtual reality system of the present
technology.

[0019] FIG. 15 illustrates one example of a virtual screw
that can be provided in an instrument library in a haptic
augmented and virtual reality system of the present tech-
nology.

[0020] FIG. 16A illustrates one example of a virtual acorn
drill bit that can be provided in an instrument library in a
haptic augmented and virtual reality system of the present
technology.

[0021] FIG. 16B illustrates one example of a virtual
spherical drill bit that can be provided in an instrument
library in a haptic augmented and virtual reality system of
the present technology.

[0022] FIG. 17 illustrates one example of a virtual recip-
rocating saw that can be provided in an instrument library in
a haptic augmented and virtual reality system of the present
technology.

[0023] FIG. 18 illustrates one example of a virtual
microscissors that can be provided in an instrument library
in a haptic augmented and virtual reality system of the
present technology.

[0024] FIG. 19 illustrates one example of a simulated
radiology scan of a patient displayed by an open surgery
station of FIG. 1.

[0025] FIG. 20 illustrates one example of a 3D model of
a skull displayed by an open surgery station of FIG. 1.
[0026] FIG. 21 illustrates the 3D model of a skull of FIG.
20, with a bone flap removed.

DETAILED DESCRIPTION

[0027] The present technology includes haptic augmented
and virtual reality methods, systems and devices for per-
forming simulated surgical procedures that include open
surgery steps and microsurgery steps, including but not
limited to cerebral aneurysm clipping.

[0028] Simulation methods of the present technology for
cerebral aneurysm clipping can include all aspects of an
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aneurysm surgical procedure, including, for example, cran-
iotomy, dural opening, dissection of the Sylvian fissure,
clipping of an MCA (middle cerebral artery) bifurcation
aneurysm, and flow testing of the patency of the parent
vessel. The methods, devices, and systems of the present
technology can be used with comprehensive surgery simu-
lation systems that use both an open surgery station and a
microsurgery station so as to simulate both open views of
virtual patient anatomy and microscopic views of virtual
patient anatomy.

[0029] As used herein, the term “open surgery station”
should be understood to mean that an environment is pro-
vided in which the visual display provided to a user includes
virtual reality aspects superimposed over real reality, and in
which a user can see aspects of real reality in addition to the
superimposed virtual reality aspects while performing steps
of simulated open surgery. For example, at an open surgery
station, a user can interact with displayed virtual patient
anatomy, and a simulated surgical instrument can be dis-
played in a manner that it appears to be held in the actual
hand of a user holding a haptic stylus as a proxy for the
instrument.

[0030] As used herein, the term “microsurgery station”
should be understood to mean that an environment is pro-
vided in which the visual display provided to a user consists
of virtual aspects, which are computer generated graphics,
that the user can see while performing steps of simulated
microsurgery. For example, at a microsurgery station, a user
can interact with displayed virtual patient anatomy using
displayed virtual surgical instruments, and although the user
uses a haptic stylus as a proxy for the instrument, the user
does not see aspects of real reality.

Haptic Augmented and Virtual Reality Systems

[0031] As discussed above, haptic augmented and virtual
reality systems of the present technology can include an
open surgery station 10 that simulates open surgery, one
example of which is illustrated in FIGS. 1 and 3, and a
microsurgery station 11 that simulates microsurgery, one
example of which is illustrated in FIG. 4. Stations 10 and 11
can both include some of the same types of physical com-
ponents, and for ease of reference like physical components
are labeled with like reference numbers for both stations 10
and 11 in FIGS. 1-5.

[0032] Some examples of open surgery stations that can be
used in the present technology are described in U.S. Pat. No.
7,812,815, which is hereby incorporated by reference in its
entirety. With reference to the open surgery station 10 for
simulating open surgical steps, the user 12 can sit or stand
at a physical desktop workspace 14 defined by a housing 16
that has an opening 18 on one side. The open surgery station
10 can include a multi-sensorial computer interface that
includes a stereoscopic vision interface 20, at least one
haptic device 22, and a 3D sound system 24. Additionally,
a head tracking device 26 and a hand tracking device in the
form of at least one haptic robot stylus 27 can provide
information regarding the user’s interaction with the system
as well as the user’s visual perspective relating to the open
surgery station 10.

[0033] With reference to the microsurgery station 11 for
simulating microsurgical steps, the user (not shown in FIG.
4) can sit or stand at a physical desktop workspace 14
defined by a housing 16 that has an opening 18 on one side.
The microsurgery station 11 can include a multi-sensorial
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computer interface that includes a binocular surgical micro-
scopic eyepiece 31, at least one haptic device 22, and a 3D
sound system 24. Additionally, a hand tracking device in the
form of at least one haptic robot stylus 27 can provide
information regarding the user’s interaction with the system
as well as the user’s visual perspective relating to the
microsurgery station 11.

[0034] Surgical procedures that can be simulated using
haptic augmented and virtual reality systems of the present
technology can include procedures that use a one-handed
technique, or that require use of multiple hands. Accord-
ingly, the open surgery station 10 and the microsurgery
station 11 can each include at least one, or two, haptic
devices 22, which track the user’s hand position and orien-
tation and provide force feedback to the user. For example,
since many parts of aneurysm clipping procedures tend to
require a two-handed technique, the methods of aneurysm
clipping simulation provided herein can include the simul-
taneous use of two haptic devices 22. A 3D image of a first
surgical tool can be collocated with a first haptic device 22,
and an image of a second surgical tool can be collocated with
a second haptic device 22. For example, the simulation
method can include a user holding a first haptic device 22 in
a first hand, such as the right hand, and superimposing an
image of a first surgical tool, such as an aneurysm clip holder
or an arachnoid knife over the first haptic device 22. The
simulation method can also include a user holding a second
haptic device 22 in a second hand, such as the left hand, and
superimposing an image of a second surgical tool, such as a
suction tip over the second haptic device 22. Other surgical
tools can also be simulated, such as a bipolar electrocautery
tip, microscissors, and other instruments, as appropriate.

[0035] The open surgery station 10 and the microsurgery
station 11 can each include a display system that allows the
user to acquire depth perception. Each display system can be
driven by graphics logic, which can control and update the
graphics displayed by the display system. The display sys-
tem of the open surgery station 10 can use a display screen
28 that can be a single passive stereo monitor, a half-silvered
mirror 30 to reflect the image of the display screen 28, and
a head tracking system 26 to display a dynamic viewer-
centered perspective. The partially transparent mirror 30 can
permit the user 12 to see both the virtual reality display and
the user’s hands, thus providing an augmented reality envi-
ronment. The user can hold and manipulate the haptic device
22 with its stylus 27 below the mirror 30. The display system
of the microsurgery station 11 can display a static perspec-
tive by using two display screens 28, which can be non-
stereo monitors located side by side and a binocular surgical
eyepiece 31, which can consist of four first-surface mirrors
oriented at an angle in such a way that the image of the left
monitor is only seen by the left eye, and the image of the
right monitor is only seen by the right eye. The orientation
and distance between the front-surface mirrors can be
adjusted by the user to match his/her interocular distance.

[0036] In the open surgery station 10, a virtual projection
plane can be located exactly at the center of the haptic
workspace and oriented perpendicular to that line, whereas
in the microsurgery station 11 the user can view the virtual
projection through the binocular surgical microscopic eye-
piece 31. In the open surgery station 10 the partially trans-
parent mirror 30 can preferably be sufficiently wide to allow
the user to view virtual objects from different viewpoints
(displaying the correct viewer-centered perspective) while
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permitting a comfortable range of movement. In contrast, in
the microsurgery station 11, the binocular surgical micro-
scopic eyepiece 31 can be adjusted up or down, either
manually or by an automatic up-down adjustor, and the
interocular distance can also be adjusted for comfortable
3-dimensional viewing. In one example, the height of the
binocular surgical microscopic eyepiece 31 can be adjusted
by adjusting the eyepiece mounting frame 33 can be
adjusted up or down by activating a first foot pedal 34 or by
a hand switch 35 on housing 16. In some examples, one or
more additional foot pedals 34 can be provided to activate
certain simulated surgical instruments such as a bipolar
electrocautery forceps 68 as discussed below with reference
to FIG. 5.

[0037] The computer 32 illustrated in FIG. 3 can be
operatively connected to both the open surgery station 10
and the microsurgery station 11. Alternatively, the open
surgery station 10 and the microsurgery station 11 can each
be operatively connected to a separate computer 32, and in
one example the separate computers can be linked via a
wireless or wired network connection. The one or more
computers can be components of a haptic augmented and
virtual reality system that includes open surgery station logic
that controls and operates the open surgery station 10, and
microsurgery station logic that controls and operates the
micro-surgery station 11. The haptic augmented and virtual
reality system can include a software library that provides,
in real time, a high level layer that encapsulates the render-
ing of a scene graph on either display screen 28, the
stereoscopic vision interface 20, the handling of the hand
tracking device shown as a haptic robot stylus 27, an
interface with a haptic device 22, and playback of 3D spatial
audio on a 3D sound system 24.

[0038] With respect to the open surgery station 10, a
computer 32 can include haptics rendering logic that drives
each haptic device of the open surgery station 10, and
graphics logic that drives the display system of the open
surgery station 10. The computer 32 connected to the open
surgery station 10 can also include open surgery station
logic, which can integrate the haptics rendering logic and the
graphics logic and provide real-time simulation of open
surgery steps of a surgical procedure, including updating the
open surgical views in real time in response to user opera-
tions performed with a haptic device of the open surgery
station 10. The open surgery station logic can also include an
instrument library that includes a plurality of virtual surgical
instruments that can each be selected by a user and displayed
by the display system of the open surgery station 10. Some
examples of instruments that can be included in the instru-
ment library for use with the open surgery station 10 are
discussed below with respect to the open surgery steps of the
aneurysm clipping methodology.

[0039] With respect to the micro-surgery station 11, a
computer 32 can include haptics rendering logic that drives
each haptic device of the micro-surgery station 11, and
graphics logic that drives the display system of the micro-
surgery station 11. The computer 32 connected to the micro-
surgery station 11 can also include microsurgery station
logic, which can integrate the haptics rendering logic and the
graphics logic and provide real-time simulation of open
surgery steps of a surgical procedure including updating the
microsurgical surgical views in real time in response to user
operations performed with a haptic device of the micro-
surgery station 11. The micro-surgery station logic can also
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include an instrument library that includes a plurality of
virtual surgical instruments that can each be selected by a
user and displayed by the display system of the micro-
surgery station 11. Some examples of instruments that can
be included in the instrument library for use with the
micro-surgery station 11 are discussed below with respect to
the micro-surgery steps of the aneurysm clipping method-
ology.

[0040] Referring now to FIG. 2, one example of a software
and hardware architecture for a open surgery station 10 is
shown. The architecture includes interconnected devices and
software modules, which are integrated by a 3D application
program interface (API) 39.

[0041] FIG. 2 for the open surgery station 10 and FIG. 5
for both the open surgery station 10 and the microsurgery
station 11 include software and hardware for generating
image data from scans of actual human anatomy. The
volume data pre-processing 40 can receive 2D image data,
for example, generated by an input data source 41, which
can be a medical scanner. The volume data pre-processing
40 can provide 3D models to the 3D application program
interface 39.

[0042] Examples of medical scanners that can be used as
an input data source 40 for characterizing physical objects
include a magnetic resonance imaging (MRI) scanner or a
CT scanner, such as those typically used for obtaining
medical images. The volume data pre-processing 40 seg-
ments and combines the 2D images to create a virtual 3D
volume of the sample that was scanned, for example a
human head. In an example embodiment for medical images
that could be used, for example, for surgical training, the
volume data pre-processing 40 creates detailed 3D struc-
tures. The characteristics of the various 3D structures will,
with the interface to a haptic device 22, present different feel
characteristics in the virtual reality environment, e.g. skin
will feel soft and bone hard. Haptics rendering software 44
can monitor and control each haptic device 22 including
each stylus 27. The haptics rendering software 44 can read
the position and orientation of each haptic device 22, for
example a stylus 27, or a plurality of styluses 27 for different
functions or for use by separate hands, and computes single
or multi-point collision detections between a virtual device
corresponding to the haptic device 22 and objects within the
3D virtual environment. The haptics rendering software 44
can also receive 3D models from the 3D application pro-
gram interface 39. For example, single or multi-point col-
lisions with a virtual device and imported 3D isosurfaces can
be computed, and the haptics rendering software can direct
a haptic device 22 to generate the corresponding force
feedback. In some examples, each isosurface is assigned
different haptic materials, according to certain parameters:
stiffness, viscosity, static friction and dynamic friction, as
well as different physical properties such as density, mass,
thickness, damping, bending, etc. Therefore, the user 12 can
feel the different surfaces and textures of objects and sur-
faces in the virtual environment.

[0043] In a surgical simulation example, the user 12 can
feel different sensations when touching skin, bone, and
internal organs, such as the brain. In a preferred embodi-
ment, the graphics and haptics can be on two separate
threads, which can be implemented, for example with a dual
processor computer. The haptics and graphics have their
own update schedule, for example, haptics at 1000 Hz and
graphics at about 30 Hz. In that example, the system would
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synchronize the two consecutive graphics update after about
every 30 haptic updates, and it is within the skill of artisans
to modify the manner in which haptics and graphics update
and synchronize.

[0044] Hand tracking is very useful because it allows users
to use both hands to interact with the virtual scene. While the
user can feel tactile sensations with a hand holding a haptic
stylus 27, it is also possible to use a tracked hand to move
the 3D objects, manipulate lights, or define planes in the
same 3D working volume. Graphics rendering software 46
receives 3D models from the 3D application program inter-
face 39. Also, the graphics rendering software 46 receives
virtual tool(s) information from the haptics rendering soft-
ware 44. With the models and other information, the graph-
ics rendering software 46 software generates and continu-
ously updates, in real time, the stereoscopic 3D display that
is displayed by a display screen 28.

[0045] The API 39 can provide a camera node that com-
putes the correct viewer-centered perspective projection on
the virtual projection plane. It can properly render both left
and right views according to the position and orientation of
the user’s head given by the tracking system.

[0046] Sound rendering 49 can also used to add auditory
simulations to a virtual environment through each 3D sound
system 24. One example of sound rendering software is
Open Audio Library (OpenAL), which is a freely-available
cross-platform 3D audio API that serves as a software
interface to audio hardware. OpenAL is can generate
arrangements of sound sources around a listener in a virtual
3D environment. It handles sound-source directivity and
distance-related attenuation and Doppler effects, as well as
special effects such as reflection, obstruction, transmission,
and reverberation.

Simulation of Aneurysm Clipping

[0047] Methods of the present technology include virtual
reality simulation of aneurysm clipping surgical procedures,
and can include simulation of one or more portions of such
procedures, or even the entire procedure. The methods can
include, for example, simulation of procedures including
craniotomy, dural opening, navigation along the Sylvian
fissure, clipping of the aneurysm, and flow testing of the
patency of the parent vessel. In some examples, the Sylvian
fissure can be presented as being pre-dissected, but can have
elastic tissue boundaries. Additionally, flow testing of the
patency of the parent vessel can be provided by suitable
virtual instruments, such as a quantitative microvascular
ultrasonic flowmeter (e.g., Charbel Micro-Flowprobe® of
Transonic Systems), or a virtual gamma camera that visu-
alizes a virtual injection of an indocyanine green (ICG)
cyanine dye used for diagnostic fluorescence angiography. A
virtual gamma camera can be simulated, for example, by a
grayscale rendering of the blood vessels based on flow
intensity.

[0048] One example of an aneurysm clipping method that
can be performed using a haptic augmented and virtual
reality system of the present technology is shown in FIG. 5.
In the illustrated example, the open surgery steps of aneu-
rysm clipping can be performed by a user located at a open
surgery station 10, and can include burr hole drilling 84,
craniotomy 85, and dural opening 86. The microsurgical
steps, can be performed by a user located at a microsurgery
station 11, and can include Sylvian fissure dissection 83,
aneurysm clip selection task 90 from clip library 71 and held
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in clip holder 72, tissue dissection task 89 around the
aneurysm and its parent vessel, aneurysm clip placement
and closure on aneurysm neck 91, blood flow testing 92 with
ultrasound flow sensor 75, and optional aneurysm rupture
and repair 74.

[0049] As discussed above, the haptic augmented and
virtual reality system can perform data pre-processing 40 by
first receiving patient-specific medical imaging input data
from an input data source 41. The data may be provided and
received in a standard format such as DICOM. The DICOM
or other input data received by the can be originally in the
form of two-dimensional (2D) slices of patient anatomy.
During data pre-processing 40, the segment anatomy pre-
processing module can convert the 2D data into 3D format.
[0050] For the case of simulated cerebral aneurysm clip-
ping, the 3D outputs of the segment anatomy module 130
can include the virtual patient’s skull 3D volume 131, the
dura mater 3D mesh 132, the brain 3D mesh 133, and the
blood vessel 3D mesh 134, including the aneurysm neck and
sac and parent artery. These four 3D anatomical outputs for
the brain, enclosed within a dotted line and numbered
together as item 140 in FIG. 5, constitute a suite of pre-
processed virtual brain elements and may be referred to as
a virtual patient case. The numeral 140 symbolizes both an
individual patient case and any other such cases that can be
stored permanently in the system to comprise a patient case
library.

[0051] A user can begin the performance of simulated
cerebral aneurysm clipping by first being seated at the open
surgery station 10, and becoming familiar with the input and
interaction devices, including haptic stylus 27, which can
have a least one input device, such as ON/OFF toggle button
25, or a pinch attachment 29, as shown in FIG. 6. Pinch
attachment 29 can measure the angle between the user’s
thumb and index fingers to simulate both discrete or gradual
opening and closing of a virtual surgical instrument. Another
example of an input device for a haptic stylus 27 would be
a scissors-grip attachment.

1. Selection of a Patient Case and Surgical Planning

[0052] Using the graphics user interface (GUT) 43, which
can be displayed on screen 28 and reflected on partially
transparent mirror 30 or displayed on an auxiliary tablet
computer, the user can select a particular case from the
patient case library 140.

[0053] FIG. 19 shows a simulated radiology scan, particu-
larly DICOM image 200, of a patient displayed on screen 28
and reflected on partially transparent mirror 30. From instru-
ment library 120 the user can perform the select instrument
task 121, and thus select a surgical marker 55 (FIG. 14). The
system logic can automatically superimpose an image of the
surgical marker over the real haptic stylus 27 visible through
partially transparent mirror 30. Using the haptic stylus 27,
the user can manipulate the co-located virtual marker 55 to
mark and measure a planned craniotomy on the simulated
radiology scan 200.

[0054] Next, the user can be visually presented with a
virtual patient head 202, which the user can grasp and rotate
into proper position by using a haptic stylus 27. As shown
in FIG. 20, the radiology scan 200 can be displayed on the
screen, for reference. A clamp 204 can hold the virtual
patient head 202. Using the haptic stylus 27, the user can
manipulate the co-located virtual marker 55 to draw an
outline of the intended craniotomy on the skin of the virtual
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patient head 202. One example of possible craniotomy
location is a pterional (frontotemporal) craniotomy. The user
can inform the system of completion of the craniotomy
marking task through a system input device (e.g., GUI, foot
pedal, auxiliary tablet computer, etc.).

[0055] FIG. 21 illustrates a view of the patient head 202,
with the bone flap removed to allow planning of surgical
access on the open surgery station. In some examples, the
clamp 204 can be removed, to allow for verification of
whether the surgical access is appropriate by altering the
user views in the head and hand tracked system.

[0056] The output from the open surgery station that
results from the craniotomy simulation can be used as a
surgical plan. This surgical plan can be transferred to the
operating room (OR) image guided system by appropriate
coordinate transformation and overlaid on the image guided
system to assist in actual surgery execution of the plan.
Standard image guided systems in the OR can employ an
optical tracking system, whereas the open surgery simulator
and/or microsurgery simulator may employ electromagnetic
tracking, or other types of tracking, such as optical, inertial
or physical tracking. The image guided system in the OR and
the surgical simulation plan in the open or microsurgery
stations can represent the same relative anatomical structure
information scaled differently.

2. Burr Hole Drilling (Task 84).

[0057] The user can select a burr tool 64 (FIG. 11) from
instrument library 120. The system can superimpose an
image of the tool over the real haptic stylus 27 visible
through partially transparent mirror 30. The user handle the
virtual burr tool 64 by manipulating a haptic stylus 27, and
can turn on the virtual burr tool by activating an input device
such as a foot pedal 34 or the haptic stylus input device 25.
The user can proceed to user task make burr holes 84, and
can drill a plurality of burr holes through the simulated
cranium, avoiding penetration of the simulated dura mater.
Simultaneously in real time, the system logic can perform
system task 110 and continuously update the skull geometry
using skull 3D volume 131. The system’s volume haptics
rendering module 112 calculates the force that the user is
exerting on the tool to progressively remove the bone
volume and outputs the force result to the haptic stylus 27.
The system’s volume graphics rendering module 113 cal-
culates the progressive visual disappearance of bone volume
and outputs the result to the stereoscopic display 28. The
user can inform the system of task completion, and in some
examples, the system can calculate and record a score for the
task, which can be displayed at any time.

3. Craniotomy (Task 85).

[0058] The user can select a virtual craniotome 73, as
illustrated in FIG. 9, from instrument library 120. The
system logic superimposes an image of the virtual cran-
iotome 73 over the real haptic stylus 27. The user handles the
virtual craniotome 73, at user task 65, by manipulating a
haptic stylus 27, and can turn on the virtual craniotome 73
by activating an input device such as a foot pedal 34 or the
haptic stylus input device 25. The user can proceed to
connect the previously drilled burr holes by performing a
craniotomy at user task 85, which can include cutting the
cranial bone volume between the holes so as to create a
craniotomy bone flap using for example a virtual recipro-
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cating saw 56 (FIG. 17). Simultaneously in real time, the
system logic progressively updates the skull geometry at
system task 110 using the skull 3D volume 131. The volume
haptics rendering module 112 calculates the force that the
user is exerting on the tool to progressively remove the bone
volume and outputs the force result to the haptic stylus 27.
The volume graphics rendering module 113 calculates the
progressive visual disappearance of bone volume and out-
puts the result to the display 28. The user can inform the
system of task completion, and in some examples, the
system can calculate and record a score for the task, which
can be displayed at any time.

4. Opening of Dura Mater (Task 86).

[0059] The user selects microscissors 57, as illustrated in
FIG. 18, from instrument library 120. The system logic
superimposes an image of the virtual microscissors 57 over
the real haptic stylus 27. The user handles the microscissors,
user task 66, and can opens and close the virtual microscis-
sors 57 by the haptic stylus input device 25. The user can
proceed to cut an opening in the simulated dura mater
according to prescribed surgical protocols, user task 86.
Simultaneously in real time, the system logic progressively
updates the dura mater 3D mesh 132 for the emerging dural
opening, system task 111, by using the system’s position-
based dynamics computation module 116. Based upon posi-
tion-based dynamics the system’s polygonal haptics render-
ing module 44 calculates the force that the user is exerting
on the tool to progressively cut the dura and outputs the
force result to the haptic stylus 27. The system’s polygonal
graphics rendering module 46 calculates the progressive
visualized cutting of the dura and outputs the result to the
display 28. The user can inform the system of task comple-
tion, and in some examples, the system can calculate and
record a score for the task, which can be displayed at any
time.

[0060] At the completion of the dural opening, display of
the virtual patient head with craniotomy and dural opening
can be transferred from the open surgery station 10 to the
microsurgery station 11. In examples where different com-
puters are used for the open surgery station 10 and the
microsurgery station 11, data for the virtual patient head can
be transferred from the computer at the open surgery station
10 to the computer at the microsurgery station 11. This
transfer may be set to occur automatically upon signaled
completion of the dural opening, or it may be separately
requested by the user. The user can also physically move
from the open surgery station 10 to the microsurgery station
11.

5. Sylvian Fissure Dissection with Artificial Blood Flow
Modeling Outside the Vessels (Task 83).

[0061] The Sylvian fissure (lateral sulcus), which divides
the brain’s frontal lobe from the temporal lobe, is the major
anatomical structure that must be opened to access many
aneurysms of the anterior circulation, for example on the
middle cerebral artery. The fissure can be accessed by a
pterional (frontotemporal) craniotomy, as described above,
but the description here and the claims below apply to any
placement of craniotomy (e.g., retrosigmoid) and any open
surgical access method to reach a cerebral aneurysm.
[0062] To begin a virtual Sylvian fissure dissection, user
task 83, the user can be seated at the microsurgery station 11,
which can include a binocular surgical eyepiece 31, foot
pedals 34, and two haptic devices for bimanual surgical
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technique, with each device having a haptic stylus 27, as
shown in FIG. 4. The user will typically select two or more
virtual surgical tools from instrument library 120. These
may include, for example, for the left hand a virtual suction
tip 69, illustrated in FIG. 10, and for the right or dominant
hand a virtual dissection tool such as an virtual arachnoid
knife 70, micro scissors 57, illustrated in FIG. 18, or bipolar
electrocautery forceps 68, illustrated in FIG. 13, cauterizer
(FIG. 12) with a possibility of changing instruments at any
time. The system logic superimposes an image of the virtual
suction tip 69 (FIG. 10) and of the virtual dissection tool
over the left-hand and right-hand haptic styluses, respec-
tively. The action of the instruments may be activated by a
foot pedal 34 or by a haptic stylus input device 25. With the
right or dominant hand the user handles the virtual dissec-
tion tool such as the bipolar forceps, user task 68, and cuts
the tissues within the Sylvian fissure (for example) that
adhere to and connect the frontal and temporal lobes, so as
to open the Sylvian fissure, user task 83. With the left hand
the user handles the suction tip, user task 69, and activates
the suction so as to absorb any simulated blood flow in the
fissure outside the blood vessels, user task 123, which
originates from the dissection of the virtual fissure tissues
and is not already coagulated by the virtual bipolar forceps.
Simultaneously in real time, the system’s artificial (not
physics-based) blood flow rendering module 137 progres-
sively updates the appearance and amount of simulated
blood flow outside the vessels and its absorption by the
suction tool, system task 123, and outputs the result to the
display 28. Furthermore, the system logic progressively
updates the brain 3D mesh 133 so as to deform the brain for
the emerging Sylvian fissure opening, system task 114, by
using the system’s position-based dynamics computation
module 116. Based upon position-based dynamics the sys-
tem’s polygonal haptics rendering module 44 calculates the
force that the user is exerting on the dissection tool to cut the
tissues that connect the frontal lobe and temporal lobes and
outputs the force result to the haptic stylus 27. The system’s
polygonal graphics rendering module 46 calculates the pro-
gressive visualized cutting of the tissues in the Sylvian
fissure and outputs the result to the display 28. The dissec-
tion task for the Sylvian fissure is considered complete when
the aneurysm of interest becomes visible and accessible at
the bottom of the fissure. The user can inform the system of
task completion, and in some examples, the system can
calculate and record a score for the task, which can be
displayed at any time.

6. Brain Retraction (Task 87).

[0063] In past medical practice mechanical brain retrac-
tion was often performed in the early phases of opening the
Sylvian fissure, and this can also be simulated by the haptic
and virtual reality system using the haptic and virtual reality
station 10 as described here. However, several current
medical guidelines recommend creation of a wide opening
of the Sylvian fissure by drainage of cerebrospinal fluid and
dissection of tissues, without mechanical brain retraction.
After the fissure has been opened, a malleable metal brain
spatula can be applied to hold (not to retract) one of the lobes
of the brain, such as the frontal or temporal lobe, to provide
a better view of the aneurysm. The user selects a retractor in
the form of a virtual brain spatula 67 from instrument library
120. The system logic superimposes an image of the tool
over the real haptic stylus 27. The user handles the virtual
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brain retractor, user task 67, and proceeds to place the
retractor against one of the exposed lobes of the virtual brain
s0 as to hold the dissected surgical line of access open for the
dissection of tissues around the aneurysm and clipping of the
aneurysm. Simultaneously in real time, the system logic
progressively updates the brain 3D mesh 133 for the
retracted brain, system task 114, by using the system’s
position-based dynamics computation module 116. Based
upon position-based dynamics the system’s polygonal hap-
tics rendering module 44 calculates the force that the user is
exerting on the retractor to hold the brain in position, and
outputs the force result to the haptic stylus 27. The system’s
polygonal graphics rendering module 46 calculates the pro-
gressive visualized movement or deformation of the brain
and outputs the result to the display 28. The user informs the
system of task completion and receives a score.

7. Sylvian Fissure Dissection with Artificial Blood Flow
Modeling Outside the Vessels (Task 83).

[0064] The Sylvian fissure (lateral sulcus), which divides
the brain’s frontal lobe from the temporal lobe, is the major
anatomical structure that must be opened to access many
aneurysms of the anterior circulation, for example on the
middle cerebral artery. The fissure can be accessed by a
pterional (frontotemporal) craniotomy, as described above,
but the description here and the claims below apply to any
placement of craniotomy (e.g., retrosigmoid) and any open
surgical access method to reach a cerebral aneurysm.

8. Dissection Around Aneurysm (Task 89).

[0065] The Sylvian fissure dissection task 83 concludes
when a sufficiently wide opening and pathway to the parent
vessel and aneurysm has been created. The next surgical step
is to dissect carefully around the aneurysm parent vessel,
neck, and dome or sac, without unnecessarily sacrificing
nearby micro-vessels, so as to prepare an open space in
which an aneurysm clip can be placed without inadvertently
clipping other vessels and without unduly narrowing the
parent vessel. In live surgery this task is continuous with the
Sylvian fissure dissection, and the surgeon uses the same
tools, typically a suction tip, user task 69, and a knife,
microscissors, or bipolar forceps, user task 68. Similarly, the
system functions are the same as in the Sylvian fissure
dissection. The system logic progressively updates the brain
3D mesh 133 to show the deformation of vessels, system
task 115, that results from the dissection around the aneu-
rysm. Based upon position-based dynamics the system’s
polygonal haptics rendering module 44 calculates the force
that the user is exerting on the dissection tool to cut or
manipulate the tissues and blood vessels, and outputs the
force result to the haptic stylus 27. The system’s polygonal
graphics rendering module 46 calculates the progressive
visualized dissection around the aneurysm and outputs the
result to the display 28.

9. Choosing of an Aneurysm Clip and Closing of Clip on
Aneurysm Neck (Tasks 90 and 91).

[0066] Ancurysm clip selection is a crucial part of the
operation because there are many different shapes, sizes, and
positions of aneurysms and a corresponding wide variety of
clips of different sizes, shapes (straight, curved), and designs
(e.g., fenestrated clips that go around one vessel to clip
another). Based on a direct line of sight of the virtual
aneurysm on the simulator as well as on patient-specific
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cerebral angiograms stored in the patient case library 140,
the user performs the aneurysm clip selection, user task 90,
to select an appropriate virtual aneurysm clip 100 from clip
library 71. The system logic superimposes an image of an
aneurysm clip holder 72 (see FIG. 72) together with clip 100
(see FIG. 7) over the real haptic stylus 27. The user handles
the clip holder, user task 72, and applies differential finger
pressure to a haptic stylus input device such as ON/OFF
toggle button 25, or a pinch attachment 29 (FIG. 6) to hold
the clip or to close and release the clip. After taking an initial
measurement of blood flow in the parent artery by means of
a virtual perivasular flow sensor (see below), the user
proceeds to place the clip snugly around the virtual aneu-
rysm neck and to close it on the neck so as to seal off the
pulsatile blood flow from the parent artery into the aneurysm
sac, thus rendering the aneurysm clinically harmless. Simul-
taneously in real time, the system logic progressively
updates the brain 3D mesh 133 to show the deformation of
vessels, system task 115, that results from placing the clip
around the aneurysm neck. Based upon position-based
dynamics the system’s polygonal haptics rendering module
44 calculates the force that the user is exerting on the virtual
clip holder 72 (FIG. 8) to deform the blood vessel and
aneurysm, and outputs the force result to the haptic stylus
27. The system’s polygonal graphics rendering module 46
calculates the progressive visualized closing of the clip
around the aneurysm and outputs the result to the display 28.
The user informs the system of task completion, and the
score for the aneurysm clipping is determined by the next
step, testing of the parent artery blood flow.

10. Flow Testing of Parent Artery Before and after Aneu-
rysm Clip Placement (Task 92).

[0067] Success in aneurysm clipping is achieved by (a)
fully clipping the aneurysm neck so that there is no remain-
ing pulsatile blood flow through the neck into the aneurysm
sac; (b) avoiding entrapment of other nearby small perfo-
rating arteries within the grasp of the clip; and (c) avoiding
clip placement too close to the parent artery, which would
reduce its inner diameter and therefore its blood flow. While
the success of the first two tasks is determined visually,
success of the third task, preserving blood flow in the parent
artery, is determined by testing the flow in the parent artery
before and after clip placement. A standard real-life method
is to use an ultrasonic perivascular flow sensor, placed
around the parent artery, that relies on the principle of
transit-time ultrasound volume flow measurement and out-
puts blood flow in units of mL/min, but other methods of
quantitative flow measurement are included. The present
haptic augmented and virtual reality system simulates the
change of parent artery blood flow after placement of a
virtual aneurysm clip, together with the measurement of this
change by a virtual flow probe, on the basis of the clip’s final
position and a precalculated table of vessel diameters, blood
pressures, and flow values, system task 144, rather than by
a fully realistic computational fluid dynamics simulation of
the blood flow and of the operation of the virtual ultrasonic
probe.

[0068] To make a quantitative volumetric measurement of
the virtual blood flow in the parent artery before and after
aneurysm clipping, the user selects the ultrasonic perivas-
cular flow sensor 75 from instrument library 120. The
system logic superimposes an image of the virtual flow
sensor over the real haptic stylus 27. The user handles the
flow sensor, user task 75, and proceeds to place the C-shaped
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head of the sensor around one or more sections of the
proximal parent artery and/or its distal branches. Simulta-
neously in real time, the system logic progressively updates
the brain 3D mesh 133, which includes the vessels and the
aneurysm, to reflect the pressure of the sensor on the parent
artery and the artery’s consequent deformation, system task
115, by using the system’s position-based dynamics com-
putation module 116. Based upon position-based dynamics
the system’s polygonal haptics rendering module 44 calcu-
lates the force that the user is exerting on the sensor while
measuring the blood flow and outputs the force result to the
haptic stylus 27. The system’s polygonal graphics rendering
module 46 calculates the progressive visualized deformation
of the parent artery and outputs the result to the display 28.
The user performs the flow measurement on the parent
artery before and after clipping its aneurysm. The system
calculates these two volumetric flow values in mL/min,
system task 144, and outputs these values as well as the
difference to display 28. The user either accepts the result if
the parent artery blood flow is not reduced beyond a pre-
determined percentage of its pre-clipping value (e.g., 25
percent maximum reduction), in which case the simulation
exercise is completed and the user receives an aneurysm
clipping score and a comprehensive score. Otherwise, the
user can reposition the clip and retest the blood flow, or can
select a new clip, task 90, from library 71 and repeat the
exercise.

[0069] As an additional means of virtual blood flow test-
ing, the system can simulate the intraarterial injection of an
indocyanine green (ICG) contrast agent used for diagnostic
fluorescence angiography, wherein the flow of the contrast
agent inside the vessels is visualized by a virtual gamma
camera. The simulator user requests the injection of the ICG
through the system’s graphic user interface, which counts as
the user’s performance of task 92, flow testing of parent
artery after clip placement. The system then performs task
117, render the blood flow by means of smooth particle
hydrodynamics, which is a real-time (interactive) physics-
based approximation method, but not a fully accurate (and
time consuming) computational fluid dynamic simulation.
The visualized contrast injection of task 117 is output to the
graphic display 28. The virtual ICG injection visualizes the
blood flow in distal branches the parent artery downstream
from the aneurysm neck and clip, but it can also visualize
blood flow in smaller perforating arteries near the parent
artery to ensure that they have not been accidentally
included in the grasp of the virtual aneurysm clip. Perforat-
ing arteries below the resolution of current medical imaging
devices (cf. input source 44) can be modeled manually and
added to the blood vessel 3D mesh 134.

11. Optional Aneurysm Rupture Simulation (Task 74).

[0070] An aneurysm may rupture at any time but particu-
larly during the dissection around the aneurysm, user task
89, or the placing of the aneurysm clip, user task 91. The
system can be programmed to simulate an aneurysm rupture
as a random event to test user emergency response, or to
simulate a rupture in response to a user surgical error. When
a rupture is simulated, system task 74, the system deforms
the aneurysm sac, system task 115, then uses position-based
dynamics, system task 116, and polygonal graphics render-
ing, system task 46, to output the visual result to display 28.
When an aneurysm ruptures, the system also renders artifi-
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cial blood flow into the subarachnoid space, system task
137, and outputs the visual result to display 28

[0071] The simulation method can include evaluation of a
user’s performance. A user can be scored based on patient
head positioning, craniotomy positioning and cutting, dural
opening, aneurysm clip selection, left-handed and right-
handed clip manipulation, repositioning of misplaced clips,
use of suction tip and bipolar electrocautery, total attempts
at clip placement, and responses to errors, including aneu-
rysm rupture, incomplete clipping, clips too distant from
parent vessel, unacceptable narrowing of parent vessel as
determined by flow testing, etc. The simulator can record a
score on each of the surgical steps or error recovery strat-
egies, with appropriate weighting to yield an overall com-
prehensive score.

[0072] From the foregoing, it will be appreciated that
although specific examples have been described herein for
purposes of illustration, various modifications may be made
without deviating from the spirit or scope of this disclosure.
For example, views to be displayed on the micro surgery and
open surgery stations can be instantiated using various
systems, including HTC Vive, Oculus Rift (from Facebook)
or Microsoft Hololens, and different sensor combinations
such as Leap Motion sensor, as an alternative to the views
shown and discussed above. These can be obtained by
varying the views in a head and hand tracked system by
using different modes of tracking. The illustrated apparatus
shows one tracking mode combination but it can be instan-
tiated to other tracking mode combination to achieve the
same end user desired effect. It is therefore intended that the
foregoing detailed description be regarded as illustrative
rather than limiting, and that it be understood that it is the
following claims, including all equivalents, that are intended
to particularly point out and distinctly claim the claimed
subject matter.

What is claimed is:

1. A method of performing a simulated surgical procedure
that includes open surgery steps and microsurgery steps
using a haptic augmented and virtual reality system, the
method comprising steps of:

performing at least one open surgery step of a simulated

surgical procedure using an open surgery station, the

open surgery station comprising:

a first haptic device comprising a hand-held stylus and
driven by haptics rendering logic, wherein the first
haptic device tracks a user’s hand movements and
provides force feedback to the user;

a first display system driven by graphics logic, wherein
the first display system comprises a display screen
and a head tracking system, and provides a dynamic
user-centered perspective of open surgical views of
a portion of a virtual patient’s anatomy and at least
a first virtual surgical instrument, wherein the virtual
instrument is visually superimposed over the hand-
held stylus of the haptic device, permitting the user
to see both the virtual instrument and the user’s
hands, and moves as the stylus moves based on data
received from the first haptic device; and

open surgery station logic that integrates the haptics
rendering logic and the graphics logic and provides
real-time simulation of the open surgery steps of the
surgical procedure, including updating the open sur-
gical views in real time in response to user opera-
tions performed with the first haptic device and
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according to the orientation of the user’s head by the
head tracking system; and

performing at least one micro-surgery step of a simulated
surgical procedure using a microsurgery station, the
microsurgery station comprising:

a second haptic device driven by haptics rendering
logic, wherein the second haptic device tracks the
user’s hand movements and provides force feedback
to the user;

a second display system driven by graphics logic,
wherein the second display system comprises a bin-
ocular surgical microscope eyepiece and display
screens configured to allow the user to acquire depth
perception, and provides microsurgical views of a
portion of the virtual patient’s anatomy and at least
a second virtual surgical instrument whose position
is simulated based on data received from the second
haptic device; and

microsurgery station logic that integrates the haptics
rendering logic and the graphics logic and provides
real-time simulation of the microsurgery steps of the
surgical procedure including updating the microsur-
gical surgical views in real time in response to user
operations performed with the second haptic device.

2. The method of claim 1, wherein the simulated surgical
procedure is an aneurysm clipping procedure on a simulated
patient head.

3. The method of claim 2, wherein:

performing the at least one open surgery step of a simu-
lated surgical procedure comprises:
drilling a plurality of burr holes that define a bone flap

location in the simulated patient head;

performing a craniotomy;

performing dural opening; and

performing the at least one micro-surgery step of a
simulated surgical procedure comprises:
performing Sylvian fissure dissection;
performing tissue dissection around an aneurysm of the

simulated patient head;

placing an aneurysm clip and closing the aneurysm clip
on a neck of the aneurysm.

4. The method of claim 2, wherein performing the at least
one open surgery step of a simulated surgical procedure
comprises performing burr hole drilling on the simulated
patient head including steps of:

(a) superimposing an image of a burr tool over the first
haptic device using the first display system, the burr
tool being selected by the user from an instrument
library that includes a plurality of virtual surgical
instruments that can each be selected by the user; and

(b) drilling a plurality of burr holes that define a bone flap
location in the patient anatomy, wherein a volume
haptics rendering module of the system calculates a
force that the user is exerting on the tool to progres-
sively remove bone volume and outputs the calculated
force to the hand-held stylus, and a volume graphics
rendering module of the system calculates progressive
visual disappearance of bone volume and outputs the
calculated progressive visual disappearance of bone
volume to the first display system.

5. The method of claim 4, wherein performing the at least
one open surgery step of a simulated surgical procedure
further comprises performing a craniotomy on the simulated
patient head including steps of:
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(a) superimposing an image of a craniotome over the first
haptic device using the first display system, the cran-
iotome being selected by the user from the instrument
library; and

(b) performing the craniotomy, wherein the volume hap-
tics rendering module calculates force that the user is
exerting on the tool to progressively remove bone
volume and outputs the calculated force to the hand-
held stylus, and the volume graphics rendering module
calculates progressive visual disappearance of bone
volume and outputs the progressive visual disappear-
ance of bone volume to the first display system.

6. The method of claim 5, wherein performing the at least
one open surgery step of a simulated surgical procedure
further comprises performing dural opening on the simu-
lated patient head including steps of:

(a) superimposing an image of a craniotome over the first
haptic device using the first display system, the cran-
iotome being selected by the user from the instrument
library; and

(b) cutting an opening in the simulated dura mater,
wherein the volume haptics rendering module calcu-
lates force that the user is exerting on the tool to
progressively cut dura and outputs the calculated force
to the hand-held stylus, and the volume graphics ren-
dering module calculates progressive visualized cutting
of the dura and outputs the calculated progressive
visualized cutting of the dura to the first display system.

7. The method of claim 6, further comprising a step of
transferring display of the simulated patient head with
craniotomy and dural opening from the open station to the
microsurgery station.

8. The method of claim 2, wherein performing the at least
one micro-surgery step of a simulated surgical procedure
comprises performing Sylvian fissure dissection on the
simulated patient head including steps of:

(a) displaying images of two or more virtual surgical
tools, including a dissection tool, on the second display
system, the tools selected by the user from an instru-
ment library that includes a plurality of virtual surgical
instruments that can each be selected by the user; and

(b) cutting tissues of the simulated patient head that
adhere to and connect frontal and temporal lobes, so as
to open the Sylvian fissure, wherein a haptics rendering
module of the system calculates a force that the user is
exerting on the dissection tool to cut the tissues and
outputs the calculated force to the second haptic device.
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9. The method of claim 8, wherein performing the at least
one micro-surgery step of a simulated surgical procedure
further comprises performing tissue dissection around an
aneurysm of the simulated patient head including a step of:

cutting tissues and blood vessels of the simulated patient
head to prepare an open space in which an aneurysm
clip can be placed, wherein the haptics rendering mod-
ule of the system calculates a force that the user is
exerting on the dissection tool and outputs the calcu-
lated force to the second haptic device.

10. The method of claim 9, wherein performing the at
least one micro-surgery step of a simulated surgical proce-
dure further comprises placing an aneurysm clip including
steps of:

(a) displaying an image of a selected aneurysm clip on the
second display system, the aneurysm clip being
selected by the user from a clip library of the system;
and

(b) placing the aneurysm clip, in which the haptics
rendering module calculates force that the user is
exerting on the virtual clip holder and outputs the
calculated force to the second haptic device, and the
graphics rendering module calculates progressive visu-
alized closing of the aneurysm clip around the aneu-
rysm and outputs the calculated progressive visualized
closing to the second display system.

11. The method of claim 1, wherein performing at least
one open surgery step of a simulated surgical procedure
comprises selecting a virtual surgical instrument from an
instrument library that includes a plurality of virtual surgical
instruments that can each be selected by a user and displayed
by the first display system.

12. The method of claim 11, wherein the virtual surgical
instruments include a burr tool, a craniotome, and micro-
scissors.

13. The method of claim 1, wherein performing at least
one microsurgery step of a simulated surgical procedure
comprises selecting a virtval surgical instrument from an
instrument library that includes a plurality of virtual surgical
instruments that can each be selected by a user and displayed
by the second display system.

14. The method of claim 13, wherein the virtual surgical
instruments include bipolar forceps, an arachnoid knife, a
brain retractor, a suction tip, a clip holder, an ultrasound
blood flow probe, a dissection tool, and micro-scissors.
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