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ULTRASONIC DIAGNOSTIC APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of priority of Japanese
Patent Applications No. 2003-3543 16 filed on Oct. 14, 2003
and No. 2003-401434 filed on Dec. 1, 2003, the entire con-
tents of which are incorporated herein by reference.

BACKGROUND OF THE INVENTION

1) Field of the Invention

The present invention relates to an ultrasonic diagnostic
apparatus which irradiates a subject, such as a living body,
with an ultrasonic wave, receives an echo of the ultrasonic
wave, performs three-dimensional (hereinafter, “3D”) scan,
and which displays a desired tomographic image of the sub-
ject on a monitor screen using 3D region image data obtained
by the 3D scan.

2) Description of the Related Art

Conventionally, an ultrasonic diagnostic apparatus which
irradiates a subject, such as a living body, with an ultrasonic
wave, spatially receives an echo of the ultrasonic wave, per-
forms 3D scan on the subject, generates 3D image data on this
subject using a plurality of pieces of two-dimensional (here-
inafter, “2D”) image data obtained by the 3D scan, and which
displays a desired tomographic image of the subject on a
monitor screen based on the generated 3D image data has
been developed. An operator such as a medical doctor or an
apparatus operator operates the ultrasonic diagnostic appara-
tus to display the desired tomographic image of the subject on
the monitor screen, which searches or observes a region of
interest of the subject such as an affected site, e.g., a tumor or
a characteristic site in a body cavity, which grasp a shape, a
size or the like of this region of interest, and which performs
medical treatments such as ultrasonic diagnosis on the
patient.

As related techniques to such a conventional technique,
there is known the following technique. According to Japa-
nese Patent Application Laid-Open No. 7-155328 for
example, if a plurality of pieces of 2D image data obtained as
a result of a 3D scan on a subject are arranged three-dimen-
sionally, then an imaginary cut plane is set on each of the 2D
image data thus arranged, the pieces of 2D image data are
interpolated, and a tomographic image of the subject on the
cut plane is displayed on the screen. According to Japanese
Patent No. 3325224 for example, an ultrasonic diagnostic
apparatus includes a small-diameter probe inserted into a
forceps channel of an endoscope, performs a 3D scan on a
stubject by moving forward or backward the probe inserted
into a hollow portion of the subject using a dedicated drive,
generates a longitudinal image of this subject or a tomo-
graphic image thereof in various directions based on a plu-
rality of pieces 02D image data obtained by the 3D scan, and
displays the generated image on a monitor screen. Inaddition,
if a plurality of measurement points are set on the tomo-
graphic image, then the ultrasonic diagnostic apparatus mea-
sures a geometric value of a measurement target region by the
measurement points, e.g., a diameter, a perimeter, an area, or
the like of an affected site or the like on a plane of an organ
displayed on this tomographic image.

However, the conventional ultrasonic diagnostic appara-
tuses disclosed in Japanese Patent Application Laid-Open
No. 7-155328 and Japanese Patent No. 3325224 have the
following disadvantages. When each of these conventional
ultrasonic diagnostic apparatuses interpolates the 2D image
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data obtained by the 3D scan, it is assumed that the respective
pieces of 2D image data are arranged in parallel. Therefore,
irrespective of a scan path of this 3D scan, the apparatus
displays the longitudinal image or the tomographic image of
the subject almost linearly on the monitor screen. As a result,
the longitudinal image or the tomographic image of the sub-
ject displayed by the apparatus is often strained, as compared
with an actual shape of the subject. If the operator uses this
apparatus, itis difficult to obtain the longitudinal image or the
tomographic image of the subject which accurately repre-
sents the actual shape of the subject, and properly grasp the
shape, size, or the like of the region of interest of the subject
such as the characteristic site or the affected site.

Furthermore, the ultrasonic diagnostic apparatus disclosed
in Japanese Patent No. 3325224 operates and outputs the
geometric value of the measurement target region by the
measurement points designated by the operator on the tomo-
graphic image using the tomographic image generated based
on a plurality of pieces of 2D image data arranged in parallel.
Therefore, the apparatus often operates and outputs the
desired geometric value of the designated measurement target
region on the strained longitudinal image or tomographic
image, as compared with the actual shape of the subject. As a
result, when the operator uses this ultrasonic diagnostic appa-
ratus, it is often difficult to accurately measure the geometric
value such as the length, the area, or the volume of the region
of interest such as the characteristic site or the affected site
present in the actual subject. Consequently, even if using the
geometric value, the operator often finds it difficult to prop-
erly grasp the shape, the size, or the like of this region of
interest.

SUMMARY OF THE INVENTION

It is an object of the present invention to at least solve the
problems in the conventional technology.

An ultrasonic diagnostic apparatus according to one aspect
of the present invention includes a tomographic image acqui-
sition unit, a detection unit, and an image generation unit. The
tomographic image acquisition unit transmits and receives an
ultrasonic wave by an ultrasonic transducer arranged on a tip
end of a probe, and acquires a plurality of two-dimensional
ultrasonic tomographic images for a subject in a living body.
The detection unit detects information indicating a reference
position of each of the two-dimensional ultrasonic tomo-
graphic images and an orientation of a tomographic plane of
the each two-dimensional ultrasonic tomographic image. The
image generation unit generates a band-shaped longitudinal
image including a curved plane along a moving path of the
ultrasonic transducer, based on the reference position, the
orientation of the tomographic plane, and the each two-di-
mensional ultrasonic tomographic image.

An ultrasonic diagnostic apparatus according to another
aspect of the present invention includes a tomographic image
acquisition unit, a detection unit, and an operation unit. The
tomographic image acquisition unit transmits and receives an
ultrasonic wave by an ultrasonic transducer arranged on a tip
end of a probe, and acquires a plurality of two-dimensional
ultrasonic tomographic images for a subject in a living body.
The detection unit detects arrangement information indicat-
ing a reference position of each of the two-dimensional ultra-
sonic tomographic images and an orientation of a tomo-
graphic plane of the each two-dimensional ultrasonic
tomographic image. The operation unit operates a geometric
value of the subject based on the arrangement information
and the each two-dimensional ultrasonic tomographic image.
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The other objects, features, and advantages of the present
invention are specifically set forth in or will become apparent
from the following detailed description of the invention when
read in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
first embodiment of the present invention;

FIG. 2 depicts an example of 2D image data associated
with position data;

FIG. 3 is an explanatory view illustrating an operation for
arranging pieces of 2D image data associated with respective
pieces of position data on a spatial coordinate system;

FIG. 4 is a flowchart that depicts processing steps executed
until the ultrasonic diagnostic apparatus according to the first
embodiment displays a 3D longitudinal image on a screen of
a monitor screen;

FIG. 5 depicts an example of the 3D longitudinal image
displayed on the screen of the monitor screen;

FIG. 6 is a flowchart showing processing steps executed
until the ultrasonic diagnostic apparatus according to the first
embodiment completes a one-column image data setting pro-
cessing;

FIG. 71s an explanatory view ofa processing performed by
the ultrasonic diagnostic apparatus according to the first
embodiment for setting two cut points and a straight line that
passes through the two cut points for each 2D image data;

FIG. 8 is an explanatory view of a processing for interpo-
lating respective adjacent pieces of one-column image data;

FIG. 9 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
second embodiment of the present invention;

FIG. 10 is a flowchart showing respective processing steps
executed until the ultrasonic diagnostic apparatus according
to the second embodiment displays a 3D longitudinal image
on the monitor screen;

FIG. 11 is a flowchart showing respective processing steps
executed until the ultrasonic diagnostic apparatus according
to the second embodiment displays a 3D longitudinal image
of a default cut plane on the monitor screen;

FIG. 12 is an explanatory view of a processing for setting
wo default points and a default straight line that passes
through the two default points;

FIG. 13 depicts an example of the 3D longitudinal image of
the default cut plane displayed on the monitor screen;

FIG. 14 is a flowchart showing processing steps executed
until the ultrasonic diagnostic apparatus according to the
second embodiment updates the 3D longitudinal image data
on the default cut plane;

FIG. 15 1s an explanatory view of a processing for updating
the default straight line;

FIG. 16 depicts an example of a state in which the updated
3D longitudinal image is displayed on the monitor screen;

FIG. 17 is a flowchart showing processing steps executed
until an ultrasonic diagnostic apparatus according to a modi-
fication of the second embodiment stores a new 3D longitu-
dinal image;

FIG. 18 1s an explanatory view of a processing for updating
the cut points and the straight line that passes through the cut
points for each 2D image data;

FIG. 19 is an explanatory view of a state in which straight
lines on respective pieces of 2D image data are updated for
each 2D image data;
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FIG. 20 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
third embodiment of the present invention;

FIG. 21 is a flowchart showing respective processing steps
executed until the ultrasonic diagnostic apparatus according
to the third embodiment displays a stereoscopic 3D longitu-
dinal image on the monitor screen;

FIG. 22 is an explanatory view of a surface image genera-
tion processing;

FIG. 23 is an explanatory view of a stereoscopic 3D lon-
gitudinal image generation processing;

FIG. 24 depicts an example of the stereoscopic 3D longi-
tudinal image displayed on the monitor screen;

FIG. 25 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
fourth embodiment of the present invention;,

FIG. 26 depicts an example of a stereoscopic 3D longitu-
dinal image and a 2D ultrasonic tomographic image dis-
played by the ultrasonic diagnostic apparatus according to the
fourth embodiment on the screen of the monitor;

FIG. 27 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
fifth embodiment of the present invention;

FIG. 28 depicts an example of 2D image data associated
with position data;

FIG. 29 is an explanatory view of an operation for arrang-
ing pieces of 2D image data associated with respective pieces
of position data on the spatial coordinate system;

FIG. 30 is a flowchart showing processing steps executed
until measuring a distance between measurement points on
this 3D longitudinal image;

FIG. 31 depicts an example of a state in which the 3D
longitudinal image and the 2D ultrasonic tomographic image
are displayed on the screen of the monitor;

FIG. 32 is a flowchart showing respective processing steps
executed until a 3D longitudinal image data generation pro-
cessing is completed;

FIG. 33 is an explanatory view of a longitudinal plane
setting processing;

FIG. 34 is an explanatory view of a longitudinal image
processing;

FIG. 35 is a flowchart showing respective processing steps
executed until generating stereoscopic 3D longitudinal data
including a band-shaped longitudinal image;

FIG. 36 is an explanatory view of a surface image genera-
tion processing including generation of longitudinal images
of default cut planes;

FIG. 37 depicts an example of a state in which the stereo-
scopic 3D longitudinal image including the band-shaped lon-
gitudinal image is displayed on the screen of the monitor;

FIG. 38 is a flowchart showing respective processing steps
executed until the ultrasonic diagnostic apparatus according
to the fifth embodiment completes a measurement point dis-
tance measurement processing in detail;

FIG. 39 depicts an example of display of the monitor when
the measurement point distance is calculated by two measure-
ment points set on the 3D longitudinal image;

FIG. 40 is an explanatory view of an operation for setting a
first measurement point on the 2D ultrasonic tomographic
image;

FIG. 41 is an explanatory view of an operation for setting a
second measurement point on another 2D ultrasonic tomo-
graphic image;

FIG. 42 is an explanatory view of a processing for operat-
ing and outputting the measurement point distance based on
the two measurement points set on different pieces of 2D
image data, respectively;
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FIG. 43 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
sixth embodiment of the present invention;

FIG. 44 is a flowchart showing respective processing steps
executed until a measurement point distance between the two
measurement points designated on a 3D reference tomo-
graphic image or a 3D designated tomographic image is mea-
sured;

FIG. 45 is an explanatory view of a setting of the straight
line that passes through the two designated points set on the
2D image data and that of a reference cut plane;

FIG. 46 is an explanatory view of a processing for operat-
ing and outputting a designated cut plane;

FIG. 47 is a flowchart showing processing steps executed
until a designated point setting processing is completed;

FIG. 48 is an explanatory view of a first designated point
setting processing;

FIG. 49 is an explanatory view of a second designated point
setting processing;

FIG. 50 is a flowchart showing processing steps executed
until a 3D reference tomographic image display processing is
completed in detail;

FIG. 51 is an explanatory view of a state in which a 3D
reference tomographic image is displayed on the monitor
screery,

FIG. 52 is a flowchart showing processing steps executed
until a 3D designated tomographic image display processing
1s completed in detail;

FIG. 53 is an explanatory view of a state in which a 3D
designated tomographic image is displayed on the monitor
screer;

FIG. 54 is a flowchart showing respective processing steps
executed until the ultrasonic diagnostic apparatus according
to the sixth embodiment completes a measurement point dis-
tance measurement processing in detail;

FIG. 55 depicts an example of display of the monitor if the
measurement point distance between the two measurement
points set on the 3D designated tomographic image is mea-
sured;

FIG. 56 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
seventh embodiment of the present invention;

FIG. 57 is a flowchart showing respective processing steps
executed until a peripheral length of a measurement range set
on the 3D reference tomographic image or the 3D designated
tomographic image is measured;

FIG. 58 is a flowchart showing respective processing steps
executed a peripheral length measurement processing is com-
pleted in detail;

FIG. 59 depicts an example of display of the monitor if the
peripheral length of a measurement range set on the 3D des-
ignated tomographic image is measured;

FIG. 60 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
modification of the seventh embodiment;

FIG. 61 is a flowchart showing respective processing steps
executed a way measurement processing is completed in
detail;

FIG. 62 depicts an example of display of the monitor if a
way determined by measuring points set on the 3D designated
tomographic image is measured;

FIG. 63 is an explanatory view of a processing performed
for calculating a moving path length of a probe during a 3D
scan;

FIG. 64 is a typical view illustrating an operation for mea-
suring the peripheral length of the measurement range or the
way determined based on a drag path;
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FIG. 65 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to an
eighth embodiment of the present invention;

FIG. 66 is a flowchart showing respective processing steps
executed until an area of a measurement range set on the 3D
reference tomographic image or the 3D designated tomo-
graphic image is measured;

FIG. 67 is a flowchart showing respective processing steps
executed until an area measurement processing is completed
in detail;

FIG. 68 depicts an example of display of the monitor if the
area of the measurement range set on the 3D designated
tomographic image is measured.

FIG. 69 is an explanatory view of a processing for dividing
a convex polygon into a plurality of triangles:

FIG.701s an explanatory view of a processing for dividing
a concave polygon into a plurality of triangles;

FIG. 71 is a typical view illustrating an operation for mea-
suring the area of the measurement range surrounded by the
drag path;

FIG. 72 is a typical view that depicts an example of a state
in which the measurement range surrounded by the drag path
1s composed by a polygon formed by a plurality of pixels;

FIG. 73 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
ninth embodiment of the present invention;

FIG. 74 is a flowchart showing respective processing steps
executed until a volume of a measurement range set on a
parallel tomographic image is measured;

FIG. 75 is a flowchart showing respective processing steps
executed until the a parallel tomographic image generation
and output processing is completed in detail;

FIG. 76 is an explanatory view of a processing until a
parallel tomographic image data group is set to the 3D image
data;

FIG. 77 is a flowchart showing respective processing steps
executed until a volume measurement processing is com-
pleted in detail;

FIG. 78 depicts an example of display of the monitor if the
volume of the measurement range set on the parallel tomo-
graphic image is measured;

FIG. 79 depicts an example of display of the monitor if a
progress of the volume operation processing is displayed on a
3D image of a region of interest as a volume measurement
target; and

FIG. 80 is a typical view illustrating an operation for mea-
suring the volume of the measurement range surrounded by
the drag path.

DETAILED DESCRIPTION

Exemplary embodiments of an ultrasonic diagnostic appa-
ratus according to the present invention is explained herein-
after in detail with reference to the accompanying drawings.
1t should be noted, however, that the present invention is not
limited to the embodiment.

FIG. 1 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to a
first embodiment of the present invention. In FIG. 1, the
ultrasonic diagnostic apparatus 1 includes a probe 2 that
includes an insertion unit 3 inserted into a living body and an
operation unit 4 that operates the insertion unit 3, an ultra-
sonic observation device 5, a receiving antenna 6b, a position
data calculator 7, an input device 8, a monitor 9, and an image
processor 10. An ultrasonic transducer 3a is rotatably incor-
porated into a tip end of the insertion unit 3, and the operation
unit 4 is arranged on a rear end of the insertion unit 3. A
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transmission coil 6a is detachably arranged near the ultra-
sonic transducer 3a. The operation unit 4 includes a motor 4a.
The motor da is connected to the ultrasonic transducer 3a
through a shaft 34. The ultrasonic observation device 5 is
electrically connected to the ultrasonic transducer 3a and the
motor da through a power switch (not shown) provided on the
operation unit 4 and a cable or the like. The position data
calculator 7 is electrically connected to the transmission coil
6a and the receiving antenna 64 through a cable or the like.
The image processor 10 is electrically connected to the ultra-
sonic observation device 5, the position data calculator 7, the
input device 8, and the monitor 9 through a cable or the like.

As explained, the probe 2 is composed by the insertion unit
3 having the ultrasonic transducer 3a arranged on its tip end
and the operation unit 4 incorporating therein the motor 4a.
The probe 2 functions to radially scan an interior of the living
body. Alternatively, the probe 2 may include an optical sys-
tem such as an endoscope. In this alternative, the probe 2
transmits data on an optical image of the interior of the living
body acquired by the optical system to the image processor
10. The image processor 10 displays an optical image corre-
sponding to the received data on the optical image on the
monitor 9. The insertion unit 3 is realized by a flexible mem-
ber, and includes a thin cylindrical portion suited to be
inserted into the living body. The ultrasonic transducer 3a is
realized by piezoelectric ceramic such as barium titanate or
lead zirconate titanate (PZT). The ultrasonic transducer 3«
includes a function of converting an applied pulsed voltage
into an ultrasonic wave by an inverse piezoelectric effect, and
a function of converting a reflected wave (an echo) of this
ultrasonic wave into an electric echo signal by a piezoelectric
effect. The shaft 35, which is a flexible shaft, functions as a
flexible drive shaft which transmits rotational driving gener-
ated by the motor 4a to the ultrasonic transducer 3.

The operation unit 4 functions to curve the tip end of the
insertion unit 3 including a region in which the ultrasonic
transducer 3¢ and the transmission coil 6a, in response to an
operator’s operation. Ifthe operator turns on the power switch
of the operation unit 4, the operation unit 4 electrically con-
nects the ultrasonic transducer 3a, the motor 4a, and the
ultrasonic observation device 5 to one another. The ultrasonic
observation device 5 applies a pulsed voltage (pulse voltage)
of, for example, about 100 volts to the ultrasonic transducer
3a, and applies a DC drive voltage of, for example, 12 volts to
the motor 4a. The ultrasonic transducer 3a outputs an ultra-
sonic wave using the pulse voltage applied from the ultrasonic
observation device 5, receives an echo of the ultrasonic wave,
and transmits an echo signal corresponding to the received
echo to the ultrasonic observation device 5. At the same time,
the motor 4a makes rotation driving using the drive voltage
applied from the ultrasonic observation device 5, and trans-
mits the rotation driving to the ultrasonic transducer 3a
through the shaft 3. Accordingly, the motor 4a rotates the
ultrasonic transducer 3a with the shat 35 used as a drive shaft.

When the operator turns on the power switch of the opera-
tion unit 4 while the insertion unit 3 is inserted into the living
body, the ultrasonic transducer 3a is driven to rotate with the
shaft 35 used as the drive shaft, and repeatedly outputs the
ultrasonic wave 1o and receives the echo of the ultrasonic
wave from the interior of the living body. In this case, the
ultrasonic transducer 3a performs a radial scan on a plane
perpendicular to an insertion axis direction of the insertion
unit 3. The probe 2 thus completes one radial scan. The
ultrasonic transducer 3a repeatedly performs this radial scan
until the operator turns off the power switch of the operation
unit 4. In addition, the ultrasonic transducer 3a sequentially
transmits the echo signals obtained for respective radial scans
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to the ultrasonic observation device 5. Further, if the operator
guides the probe 2 that is executing the radial scan, the ultra-
sonic transducer 3a performs this radial scan three-dimen-
sionally along a moving path generated by the operator’s
guide to thereby scan the interior of the living body three-
dimensionally (execute a 3D scan on the interior of the living
body).

The ultrasonic observation device 5 includes a detector
circuit (not shown), an amplifier circuit (not shown), an ana-
log-to-digital (A/D) converter circuit (not shown), a coordi-
nate converter circuit (not shown), and the like. The ultrasonic
observation device 5 performs well-known processings such
as an envelope detection processing, a logarithmic amplifica-
tion processing, an A/D conversion processing, and a coordi-
nate transform processing from a polar coordinate system to
an orthogonal coordinate system, on the echo signals sequen-
tially received from the ultrasonic transducer 3a, and gener-
ates one 2D image data for each of the sequentially received
echo signals. The ultrasonic observation device 5 then
sequentially transmits a plurality of pieces of generated 2D
image data to the image processor 10. Further, when the
operator turns on the power switch of the operation unit 4, the
ultrasonic observation device 5 applies the pulse voltage of
about 100 volts to the ultrasonic transducer 3a and applies the
drive voltage of about 12 volts to the motor 4a.

The transmission coil 6a is realized by a first coil related to
the insertion axis direction of the insertion unit 3 relative to
the interior of the living body, and a second coil related to a
direction perpendicular to the insertion axis direction. As
explained, the transmission coil 6a is detachably arranged
near the ultrasonic transducer 3¢, e.g., about 0.5 to 1 centi-
meter away from the ultrasonic transducer 3a, and also elec-
trically connected to the position data calculator 7 through the
cable (not shown) or the like. In this case, the transmission
coil 6a is fixedly arranged so that a distance and a direction of
the transmission coil 6a relative to the ultrasonic transducer
3a are substantially constant. Therefore, positions and direc-
tions of the first and the second coils are set substantially
constant relative to the ultrasonic transducer 3a, respectively.
Further, if the position data calculator 7 supplies currents to
the first and the second coils, the transmission coil 6a gener-
ates a magnetic field in a surrounding space of the transmis-
sion coil 64. If the transmission coil 6« is arranged near the
ultrasonic transducer 3a, the coil 6a may be detachably
arranged on an outer wall of the insertion unit 3. It is, however,
preferable to detachably insert the transmission coil 6a into
the insertion unit 3.

The receiving antenna 65 is realized by a plurality of coils.
The receiving antenna 65 detects the magnetic field generated
by the transmission coil 6a, and converts the magnetic field
into a current. Thereafter, the receiving antenna 6b transmits
an electric signal (a magnetic field signal) corresponding to
this current to the position data calculator 7.

When the operator turns on a power switch (not shown)
provided on the position data calculator 7, the position data
calculator 7 supplies a current to the transmission coil 6a
through the cable or the like and receives the magnetic field
signal transmitted from the receiving antenna 6. Further, the
position data calculator 7 calculates a position vector 1, an
axial vector V, having a unit length, and a plane parallel
vector V, having a unit length of the transmission coil 6a. In
addition, the position data calculator 7 sequentially transmits
the position vector r, the axial vector V,,, and the plane parallel
vector V, thus calculated to the image processor 10 as posi-
tion data on the transmission coil 6a.

A spatial coordinate system xyz composed by an X axis, a
y axis, and a z axis with a predetermined position, e.g., a
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central position of the receiving antenna 65 set as an origin is
set to the position data calculator 7 in advance. The position
vector r is a vector that determines a position of the transmis-
sioncoil 6a on the spatial coordinate system xyz. The position
vector r can be approximated as a vector that determines a
central position of the rotation driving of the ultrasonic trans-
ducer 3qa based on the fact that the transmission coil 6a is
located near the ultrasonic transducer 3a. The axial vector V,
1s calculated based on the magnetic field signal corresponding
to the magnetic field and output from the first coil of the
transmission coil 6a. Namely, the axial vector V, is a vector
on the spatial coordinate system xyz and a direction vector
which has the unit length and which indicates the insertion
axis direction of the insertion unit 3 into the living body.
Accordingly, the axial vector V,, indicates a direction perpen-
dicular to a plane within the living body on which the ultra-
sonic transducer 3a performs the radial scan. Further, the
plane parallel vector V, is calculated based on the magnetic
field signal corresponding to the magnetic field output from
the second coil of the transmission coil 6a. Namely, the plane
parallel vector V,, is a vector on the spatial coordinate system
xyzand adirection vector which has the unit length and which
indicates a predetermined direction perpendicular to the
insertion axis direction. Accordingly, the plane parallel vector
V, indicates the predetermined direction in parallel to the
plane in the living body on which the ultrasonic transducer 3¢
performs the radial scan. It is noted that the predetermined
direction indicated by the plane parallel vector V, is set at a
constant position relative to the perpendicular direction indi-
cated by the axial vector V,,. This results from the fact that the
positions and directions of the first and the second coils are set
substantially constant relative to the ultrasonic transducer 3a,
respectively, as already explained.

The input device 8 is realized by akeyboard, a touch panel,
a track ball, a mouse, a joystick, or the like, or a combination
thereof. The input device 8 inputs cut point information on
coordinate information on a cut point related to a sectional
position designated on the 2D image data generated by the
ultrasonic observation device 5, angle information for desig-
nating a rotation angle of each of the various displayed tomo-
graphic images, or indication information on an image dis-
play processing on the monitor 9, to the image processor 10.
Ifthe input device 8 is, for example, the keyboard or the touch
panel, then the operator inputs or selects a numeric value
corresponding to the cut point information or the angle infor-
mation or directly inputs a coordinate position displayed on
the screen of the monitor 9 or the touch panel in a state in
which the input device 8 accepts input of each information,
thereby inputting the cut point information or the angle infor-
mation in the image processor 10. If the input device 8 is, for
example, the track ball, the mouse, or the joystick, then the
operator selects a numeric value corresponding to the cut
point information or directly inputs the coordinate position
displayed on the screen of the monitor 9 in a state in which the
input device 8 accepts input of each information, thereby
inputting the cut point information in the image processor 10.
Alternatively, the operator may select a numeric value corre-
sponding to the angle information and perform an operation
for moving a cursor or the like displayed on the screen of the
monitor 9 in a predetermined direction while depressing a
mouse button (which operation is referred to as “drag opera-
tion” hereinafter), thereby inputting the angle information in
the image processor 10. For example, if the operator causes
the input device 8 to execute this drag operation and the cursor
is moved upward on the monitor screen, the input device 8
inputs the angle information indicating that the tomographic
image is rotated in a positive direction in the image processor

10

15

20

25

30

35

40

45

50

55

60

65

10

10. If the operator causes the input device 8 to execute the
drag operation and the cursor is moved downward on the
monitor screen, the input device 8 inputs the angle informa-
tion indicating that the tomographic image is rotated in a
negative direction in the image processor 10. If the cursor is
moved rightward on the monitor screen, the input device 8
inputs the angle information indicating that the tomographic
image is rotated in the positive direction in the image proces-
sor 10. When the cursor is moved leftward on the monitor
screen, the input device 8 inputs the angle information indi-
cating that the tomographic image is rotated in the negative
direction in the image processor 10.

The image processor 10 is realized by a well-known com-
puter that includes various recording mediums such as a
random access memory (RAM), a read only memory (ROM),
and a hard disk, and a central processing unit (CPU). The
image processor 10 includes an image data storage unit 11, a
display circuit 12, and a controller 13. The image data storage
unit 11 is realized by various storage device which can write
and read data such as an IC memory such as a RAM, an
electrically erasable programmable ROM (EEPROM), and a
flash memory, and a hard disk drive or a magneto-optic disk
drive. The image data storage unit 11 stores various pieces of
image data input from the controller 13 under control of the
controller 13. In addition, when the controller 13 generates
various pieces of tomographic image data, the image data
storage unit 11 stores the tomographic image data under
control of the controller 13.

The controller 13 is realized by a ROM that stores various
types of data such as a processing program, a RAM that stores
each operation parameter, a CPU that executes the processing
program stored in the ROM, and the like. The controller 13
includes a storage unit 13, an image data operation unit 135,
and a cut plane operation unit 13¢. The storage unit 13« is
composed by the ROM and the RAM, and stores not only the
processing program and operation parameters but also the
position data which the controller 13 sequentially receives
from the position data calculator 7. The spatial coordinate
system Xyz is set to the controller 13 in advance, and the
storage unit 13a stores data on this spatial coordinate system
xyz as reference setting data.

Further, when the ultrasonic transducer 3a sequentially
transmits n echo signals obtained by n radial scans (where
n=l,2,3,...)to the ultrasonic observation device 5, then the
controller 13 grasps timings at which the ultrasonic observa-
tion device 5 generates n pieces of 2D image data based on the
necho signals, respectively, and grasps pieces of position data
sequentially received from the position data calculator 7 for
the respective timings. Thereafter, the controller 13 sequen-
tially receives the n pieces of 2D image data from the ultra-
sonic observation device 5, and associates the 2D image data
generated at each timing with the position data received at the
same timing for each 2D image data. By doing so, the con-
troller 13 ensures associating the position data corresponding
to the position at which each radial scan is performed, with the
2D image data generated base on the echo signal generated by
this radial scan.

FIG. 2 depicts an example of n 2D image data associated
with the position data by the controller 13 when the controller
13 sequentially receives the n pieces of 2D image data from
the ultrasonic observation device 5. An instance in which the
operator inserts the insertion unit 3 into a duodenum of the
subject, a radial scan is performed by the ultrasonic trans-
ducer 3a, the insertion unit 3 is gradually guided in the inser-
tion axis direction, and this subject is thereby scanned three-
dimensionally is explained hereafter. However, this is not
intended to limit the present invention.
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As shown in FIG. 2, the n 2D image data D, includes a
duodenum image En that shows a cross section of the duode-
num and a pancreatic duct image fu that shows a cross section
ofthe pancreatic duct. As already explained, the controller 13
associates the 2D image data D, with the position data
received at the timing at which the 2D image data D, is
generated. In this case, the controller 13 sets an axial vector
V,,, as a normal vector of the plane corresponding to the 2D
image data D,. In addition, the controller 13 sets a plane
parallel vector V,, as a direction vector that is parallel to this
plane and which indicates a predetermined direction relative
to the axial vector V,, e.g., a direction of 12 o’clock on this
plane. Further, the controller 13 sets a position vectorr, which
indicates an image center C,, of the 2D image data D,,. Thus,
the controller 13 can set an orthogonal coordinate system
composed by an axis parallel to the plane parallel vector V,,
and an axis parallel to an outer product vector (V,,xV ) with
the image center C,, set as an origin. The outer product vector
(V,,,XV ) can be calculated by an outer product between the
plane parallel vector V,,,, and the axial vector V.

Likewise, the controller 13 associates (n—1) pieces of 2D
image dataD,,D,, ...,and D,_,, received sequentially from
the ultrasonic observation device 5, with the position data,
respectively. Thus, the axial vectors V|,V ,, ...,andV,,, the
plane parallel vector V,;, V,,, . .., V,,, and the position
vectors 1y, I, . . ., and r, are set to the n pieces of 2D image
dataD,, D,, ..., and D,, respectively.

FIG. 3 is an explanatory view of an operation for arranging
the n pieces of 2D image data associated with the respective
pieces of position data by the controller 13 on the spatial
coordinate system xyz. As shown in FIG. 3, if the controller
13 associates the n pieces of 2D image data D, D,,, . . ., and
D, with the respective pieces of position data, the controller
13 arranges the n pieces of 2D image data D, D,, .. .and D,
on the spatial coordinate system xyz based on the spatial
coordinate system xyz and the position data associated with
the respective pieces of 2D image data, both of which are read
from the storage unit 13a. The axial vectorsV,;,V ., ..., and
V .» the plane parallel vectors V|, V,,,...,andV,,, and the
position vectors 1, I,, and r; determine the respective posi-
tions and direction of the 2D image data D, D,, ..., and D,
arranged on the spatial coordinate system xyz. Therefore, the
controller 13 can arrange the n pieces of 2D image data D,
D,,...,and D, on the spatial coordinate system xyz so that
a positional relationship of the 2D image data is substantially
equal to an actual positional relationship when the ultrasonic
transducer 3a performs a radial scan three-dimensionally.
Thereafter, the controller 13 stores the n pieces of 2D image
dataD,,D,, ...,and D,, the arrangement relationship on the
spatial coordinate system xyz of which is set, in the image
storage unit 11.

FIG. 4 is a flowchart showing processing steps since the
controller 13 acquires n pieces of 2D image data and n pieces
of position data until setting a cut plane including respective
cut points, and then displaying a band-shaped 3D longitudinal
image which indicates a tomographic image of each cut plane
on the monitor 9. Referring to FIG. 4, if the ultrasonic obser-
vation device § generates 2D image data based on the echo
signal, and the position data calculator 7 calculates position
data on the position at which this echo signal is obtained, then
the controller 13 acquires the 2D image data output from the
ultrasonic observation device 5 and the position data output
from the position data calculator 7. In addition, the controller
13 associates the acquired 2D image data with the position
data, as explained (at step S101).

The controller 13 arranges the 2D image data associated
with this position data on the spatial coordinate system xyz,

10

15

20

25

30

35

40

45

50

55

60

65

12

and sets an orthogonal coordinate system based on the axial
vector and the plane parallel vector made to correspond for
the 2D image data (at step S102). Specifically, as shown in
FIG. 2, the controller 13 sets an orthogonal coordinate system
A, B, composed by the axis (B,, axis) in parallel to the plane
parallel vector V,,, and the axis (A, axis) in parallel to the
outer product vector (V,, xV_ ), with the image center C set
as the origin, for the 2D image data D, (where n=1, 2,
3,..0)

Thereafter, the controller 13 stores the 2D image data for
which the orthogonal coordinate system is set, in the image
data storage unit 11 while arranging the 2D image data on the
spatial coordinate system xyz, transmits the 2D image data to
the monitor 9, through the display circuit 12 and displays a 2D
ultrasonic tomographic image corresponding to the 2D image
data onthe monitor 9 (at step S103). If the probe 2 is executing
a radial scan, that is, the power switch of the operation unit 4
is turned on, the controller 13 does not receive power-OFF
information corresponding to a power-OFF state of the probe
2 (“No” at step S104). If so, the controller 13 repeatedly
executes the processing step S101 and the following. Namely,
if nradial scans are performed before the probe 2 is turned off,
the controller 13 repeatedly executes the processing step
S101 and the following n times. The controller 13 thereby
acquires n pieces of 2D image data D, D,, . . ., and D,
associated with the respective pieces of position data, asso-
ciates the orthogonal coordinate systems with the respective
pieces of 2D image data Dy, D,, . . ., and D,. Further, as
shown in FIG. 3, the controller 13 stores the n pieces of 2D
image data D, D,, . .., and D, thus acquired, in the image
data storage unit 11 while arranging the 2D image data D,
D,, ..., and D, on the spatial coordinate system xyz.

If the operator turns off the power switch of the operation
unit 4 after the n radial scans, the controller 13 receives the
power-OFF information on the probe 2 (“Yes™ at step S104).
Thereafter, if the operator inputs indication information for
indicating that the 2D ultrasonic tomographic image dis-
played on the monitor screen is switched over to another 2D
ultrasonic tomographic image (switchover indication infor-
mation) without performing the cut point information input
operation using the input device 8, then the controller 13 does
not accept the cut point information (“No” at step S105) but
accepts a switchover indication corresponding to the switcho-
ver indication information (“Yes” at step S106). If so, the
controller 13 reads the 2D image data stored in the image data
storage unit 11 based on the switchover indication corre-
sponding to the switchover indication information the input
of which the controller 13 accepts. In addition, the controller
13 transmits this 2D image data to the monitor 9 through the
display circuit 12. The display circuit 12 performs various
processings such as digital-to-analog (D/A) conversion on the
2D image data. The monitor 9 switches display of the 2D
ultrasonic tomographic image over to display of a 2D ultra-
sonic tomographic image corresponding to this 2D image
data (at step S107). The controller 13 repeatedly executes the
processing step 3105 and the following. Further, if neither the
cut point information nor the switchover indication informa-
tion are input to the controller 13, then the controller 13 does
not accept the cut point information (“No” at step S105) and
does not accept the switchover indication based on the
switchover indication information (“No” at step S106). If so,
the controller 13 repeatedly executes the processing step
S105 and the following.

On the other hand, if the operator inputs cut point informa-
tion on two cut points designated as respective desired posi-
tions on a desired 2D ultrasonic tomographic image using the
input device 8, the controller 13 accepts the input cut point
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information (“Yes” at step S105). In addition, the controller
13 sets the two cut points corresponding to the cut point
information the input of which the controller 13 accepts, on
the orthogonal coordinate system of the 2D image data cor-
responding to this 2D ultrasonic tomographic image. The two
cut points are set on the orthogonal coordinate system of one
ofthe n piece of 2D image data. The controller 13 sets two cut
points and a straight line that passes through the two cut
points on each of the orthogonal coordinate systems of the n
pieces of 2D image data based on the coordinate information
on the two cut points. In addition, the controller 13 sets the
straight line as a longitudinal plane position of each of the n
pieces of 2D image data arranged on the spatial coordinate
system xyz. Namely, curved planes that passes through the
straight lines correspond to cut planes forming the longitudi-
nal planes of the respective n pieces of 2D image data
arranged on the spatial coordinate system xyz. The controller
13 calculates all pixels on each straight line thus obtained and
luminances of the pixels for each of the n pieces of 2D image
data, generates one-column image data in one column and j
row (where j=1, 2, 3, . . .), and sets position vectors on the
spatial coordinate system xyz (“pixel position vectors™) for
the pixels in each row of each one-column image data
obtained. Thus, the controller 13 sets one-column image data,
for which the pixel positions in the rows correspond to the
coordinates of pixels on the spatial coordinate system xyz, for
the n pieces of 2D image data, respectively (at step S108).

If the controller 13 sets the one-column image data for
respective pieces of 2D image data, the image data operation
unit 135 linearly interpolates adjacent pieces of one-column
image data using the n pieces of 2D image data for which
pieces of the one-column image data are set, respectively. In
addition, the image data operation unit 136 generates 3D
longitudinal image data corresponding to the tomographic
images of the respective cut planes, i.e., corresponding to a
band-shaped 3D longitudinal image (at step S109). Details of
the processing for generating the 3D longitudinal image data
(3D longitudinal image generation processing) performed by
the image data operation unit 135 is explained later.

If the image data operation unit 135 generates the 3D
longitudinal image data, then the controller 13 transmits this
3D longitudinal image data to the monitor 9 through the
display circuit 12 to display a 3D longitudinal image corre-
sponding to the 3D longitudinal image data on the monitor 9
(at step S110). FIG. 5 depicts an example of the 3D longitu-
dinal image displayed on the screen of the monitor 9. As
explained, the image data operation unit 135 generates the 3D
longitudinal image data on the cut planes defined as the
curved plane that includes straight lines on the n pieces of 2D
image data, respectively. Therefore, a 3D longitudinal image
U, corresponding to the 3D longitudinal image data is a
band-shaped longitudinal image having a curved plane, a
wwist or the like according to an actual moving path, moving
direction, or the like of the probe 2 that is moved into the
living body when the 3D scan is performed, as shown in FIG.
5. Namely, this 3D longitudinal image U, can represents a
tomographic image that is less strained as compared with the
subject in the living body on which the probe 2 performs the
3D scan, and which is substantially equal in shape to the
actual subject. For example, when the operator designates the
cut points on a duodenum image and a pancreatic duct image
captured in the 2D ultrasonic tomographic image, respec-
tively, then the 3D longitudinal image U, can ensure repre-
senting a duodenum image E substantially equal in shape to
the actual duodenum and a pancreatic duct image f substan-
tially equal in shape to the actual pancreatic duct.
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When the operator inputs angle information using the input
device 8, the band-shaped 3D longitudinal image U, that is
displayed is rotated in a predetermined direction according to
an angle corresponding to the angle information. Therefore,
even ifthe 3D longitudinal image U, has twists or the like, the
operator can easily observe all tomographic images, includ-
ing hidden portions, captured in the 3D longitudinal image
Uy,. Further, when the operator inputs indication information
on image magnification or image reduction using the input
device 8, the controller 13 magnifies or reduces the 3D lon-
gitudinal image U, in accordance with an input amount input
to the input device 8. When the operator inputs indication
information on image display using the input device 8. the
controller 13 may display the 3D longitudinal image U, and a
2D ultrasonic tomographic image G, corresponding to the 2D
image data D, as shown in FIG. 5.

If the operator causes the ultrasonic transducer 3a to per-
form aradial scan and guides the probe 2 following step S110,
the 3D scan using the ultrasonic transducer 3a resumes. In
addition, the controller 13 generates the 3D longitudinal data
based on the cut points already set at step S108 and the pieces
of 2D image data obtained successively by the 3D scan, and
displays the 3D longitudinal image corresponding to the 3D
longitudinal data on the monitor 9. In this case, the controller
13 adds the 3D longitudinal image generated by operator’s
guiding the probe 2 to the 3D longitudinal image U, already
displayed on the screen of the monitor 9 and displays the
resultant 3D longitudinal image. The controller 13 thus
extends the 3D longitudinal image U, successively with the
operator’s operation for guiding the probe 2 during the 3D
scan.

Respective processing steps executed until the controller
13 completes the processing for setting pieces of one-column
image data for the n pieces 2D image data, respectively,
(one-column image data setting processing) at step S108 will
next be explained in detail. FIG. 6 is a flowchart showing the
processing steps executed until the controller 13 completes
the one-column image data setting processing. FIG. 7 is an
explanatory view of a processing performed by the controller
13 for setting two cut points and a straight line that passes
through the two cut points for each 2D image data.

Referring to FIGS. 6 and 7, if the operator inputs cut point
information on the two cut points designated as the respective
desired positions on a desired 2D ultrasonic tomographic
image using the input device 8, the controller 13 sets cut
points CP,, and CQ,, corresponding to the cut point informa-
tion on the orthogonal coordinate system A B of the 2D
image data D, corresponding to this 2D ultrasonic tomo-
graphic image. For example, as shown in FIG. 7, the control-
ler 13 sets the cut point CP,, at a coordinate (a,, b,) on the
orthogonal coordinate system A, B,,, and sets the cut point
CQ,, at a coordinate (a;, b;) on the orthogonal coordinate
system A, B,. It is noted that the integer m is the integer
which satisfies 1=m=(n-1). In addition, the orthogonal
coordinate system A, B,, 1s the orthogonal coordinate system
thatis composed by the B, axis in parallel to the plane parallel
vector V,, and the A, axis in parallel to the outer product
vector (V,,,XV ,,.), with the image center C,, set as the origin,
as already explained.

Ifthe cut points CP,,and CQ,, have been set on the orthogo-
nal coordinate system A, B, of the 2D image data D, the
controller 13 sets cut points CP, ,, and CQ,,, , on an orthogo-
nal coordinate system A, B,.., of 2D image data D, ,,
adjacent to the 2D image data D,,. Specifically, as shown in
FIG. 7, the controller 13 sets the cut point CP, ., at a coordi-
nate (a,, b,) on the orthogonal coordinate system A, , |B,,..,
and sets cut points CQ,,,; at a coordinate (a,, b;) on the
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orthogonal coordinate system A, ,;B,,.;. Based on this cut
point setting method, the controller 13 sets cut points CP,,
CP,, .. ., and CP, at respective coordinates (a,, b,) on the
orthogonal coordinate systems, and sets cut points CQ,,
CQ,, . . ., and CQ,, at respective coordinates (a,, b,) on the
orthogonal coordinate systems for the n pieces 2D image data
Dy, D,,...,and D, . The controller 13 thereby completes the
processing for setting the two cut points for every 2D image
data (the cut point setting processing) (at step S201).

The cut plane operation unit 13¢ then operates and outputs
astraight line T, (wheren=1, 2, 3, ... ) that passes through the
wo cut points CP, and CQ,, (wheren=1,2,3, ... ) which are
set for every 2D image data, using coordinate information on
the cut points CP,, CP,, . . ., and CP, and coordinate infor-
mation on the cut points CQ,, CQ,, . .., and CQ,, set for the
npieces of 2D imagedata D, D, ..., and D, respectively (at
step S202). Specifically, the controller 13 sets a straight line
T,, that passes through the cut points CP,, and CQ,, on the
orthogonal coordinate system A B, of the 2D image data
D,,, and sets a straight line T, ., that passes through the cut
points CP,, ,, and CQ,, 1 on the orthogonal coordinate sys-
temA,,,,B,,,; ofthe 2D image data D,, . ;. If the controller 13
sets straight lines T,, T,, . .., and T, for the n pieces of 2D
image data D, D,, . . ., and D,, respectively, the cut plane
operation unit 13¢ operates and outputs a curved plane includ-
ing the straight lines T;, T,, . .., and T,. In this case, the
controller 13 sets the straight lines T,, T,, . .., and T, as
longitudinal plane positions of the n pieces of 2D image data
arranged on the spatial coordinate system xyz, and sets the
curved plane operated and output by the cut plane operation
unit 13¢ as a cut plane on which the band-shaped 3D longi-
tudinal image is formed (at step S203).

If the controller 13 sets the T,, T,, . .., and T, for the n
pieces of 2D image data, the image data operation unit 134
sets pixel groups in one column and j row for the straight lines
T,,T,,...,and T, respectively. In addition, the image data
operation unit 135 calculates the luminances of pixels in the
respective pixel groups, and generates n pieces of one-column
image datad,, d,. . .., and d, in one column and j row for the
npieces of 2D imagedataD |, D,, ..., and D, respectively (at
step S204). The one-column image datad,, d,, ..., and d,
correspond to the respective straight lines T,, T,, ..., and T,,.
Therefore, the image data operation unit 135 can calculate
positions of the respective pixels of the one-column image
datad,, d,, ..., and d, as pixel position vectors on the spatial
coordinate system xyz.

For example, since the image center C,, and the orthogonal
coordinate system A, B, are present on the spatial coordinate
system Xyz, a position vector O(CP, ) of the cut point CP,,, set
atthe coordinate (a,, b,) on the orthogonal coordinate system
A B,, of the 2D image data D,, can be, therefore, calculated
using the coordinate (a,, b,) of this cut point CP,, and a
position vector r,, of the image center C,, as represented by
the following Equation (1).

O(CP ) =14 @y (Ve Vo) 402V o Y]
Likewise, a position vector O(CQ,,) of the cut point CQ,, set
atthe coordinate (a,, b, ) on the orthogonal coordinate system
A B, of the 2D image data D,, can be calculated using the
coordinate (a,, b,) of this cut point CQ,, and the position
vector r,, of the image center C,, as represented by the fol-
lowing Equation (2).

O(CO) Tt 0o Vor V)40V b @

In this calculation, each point on the straight line T, is oper-
ated and output by linearly interpolating or exterpolating the
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point to the straight line T, using a distance of the point to the
cut point CP, , a distance of the point to the cut point CQ ,
and Equations (1) and (2). Namely, the image data operation
unit 135 can calculate the position of each pixel of the one-
column image data d, as a position vector on the spatial
coordinate system xyz by using the distance of the pixel
position to the cut point CP,, the distance of the pixel position
to the cut point CQ,,, and Equations (1) and (2). The image
data operation unit 135 can set the pixel position vectors of the
respective pixels of the one-column imagedatad,,d,,...,and
d,, by performing the same operation processings for the n
pieces of one-column image data d,, d,, . . ., and d,, (at step
S205).

The 3D longitudinal image generation processing per-
formed by the image data operation unit 135 at step S109 will
next be explained in detail. FIG. 8 is an explanatory view of
the processing for interpolating the respective adjacent pieces
of one-column image data of the n pieces of one-column
imagedatad,, d,, ...,andd, set for the n pieces of 2D image
dataD, D,, ...,and D,. As shown in FIG. 8, the n pieces of
one-column image datad,,d,, ..., and d, are arranged on the
spatial coordinate system xyz based on the axial vectors and
the plane parallel vectors of the n pieces of 2D image data D,
D,,...,and D,, respectively. The cut points CP,, CP,, . ..,
and CP, include the same coordinate components on the
respective orthogonal coordinate systems of the 2D image
dataD, D,, ..., and D,. The cut points CQ,, CQ,, ..., and
CQ,, include the same coordinate components on the respec-
tive orthogonal coordinate systems of the 2D image data D,
D,, ...,and D,. In FIG. 8, for convenience of explanation
with reference to the drawing, the one-column image data d,
ds, ...,and d, are drawn to be on the same plane and parallel
to one another. Actually, they are not always present on the
same plane and not always parallel to one another.

If the image data operation unit 135 is to interpolate the
respective adjacent pieces one-column image data of the n
pieces of one-columnimage datad,,d,, ..., andd,, theimage
data operation unit 135 sets the cut points CP,, CP,, . . . ,and
CP, and the cut points CQ,, CQ,, . . ., and CQ,, as reference
points, and linearly interpolates the respective adjacent pixels
equal in pixel position to the reference points and determined
by the number of rows from the reference points. For
example, as shown in FIG. 8, the image data operation unit
135 linearly interpolates the respective adjacent pixels equal
in pixel position to the cut points CP, CP,, . ..,and CP, and
interpolates the respective adjacent pixels equal in pixel posi-
tion to the cut points CQ,, CQ,, and CQ . In addition, the
image data operation unit 135 linearly interpolates a pixel
located in an o row (where 0=1,2, . . ., j) from the cut point
CP, and ina B row (where p=1, 2, .. ., j) from the cut point
CQ,,, and the pixel located in the o row (where a=1,
2,...,]) from the cut point CP, _, and in the 3% row (where
p=1, 2, ....j) from the cut point CQ,,,,. The image data
operation unit 135 performs the same processings for all the
pixels set on the respective pieces of one-column image data
dy, d,, . .., and d,. The image data operation unit 135 can
thereby interpolate all the adjacent pieces of one-column
image data of the n pieces of one-column image data d,,
d,,...,andd,. Accordingly, the image data operation unit 135
can generate the 3D longitudinal image data on the cut planes
including the respective straight lines T,, T,, . .. ,and T . If
the image data operation unit 135 is to linearly interpolate the
respective adjacent pixels of the adjacent one-column image
datad,, and d,,, ,, the image data operation unit 135 interpo-

m+13

lates luminances of the respective adjacent pixels equal in



US 7,798,966 B2

17

pixel position on the one-column image data d,, and d,, , ,,
thereby determining luminances between the respective adja-
cent pixels.

According to the first embodiment, the transmission coil is
arranged near the ultrasonic transducer incorporated into the
tip end of the probe. In addition, the position data calculator
calculates the position data on the radial scan using this ultra-
sonic transducer, based on the magnetic field output from the
transmission coil. However, the present invention is not lim-
ited to this method. The position data calculator may calculate
the position data on the radial scan using the ultrasonic trans-
ducer by detecting a movement acceleration of the ultrasonic
transducer when the operator guides this probe 2, and by
performing an integral processing or the like on the move-
ment acceleration.

According to the first embodiment, the transmission coil 6a
which generates the magnetic field is arranged near the ultra-
sonic transducer within the probe. If the magnetic field gen-
erated by the transmission coil is to be detected by the
receiver, the position of this transmission coil is detected.
However, the present invention is not limited to this method.
The transmission coil may be arranged at the position of the
receiving antenna in place of the receiving antenna, and a
reception coil having directivities of an ultrasonic vibration
insertion direction and a direction perpendicular to the inser-
tion direction may be arranged near the ultrasonic transducer
within the probe. In addition, a position of this reception coil
may be detected.

According to the first embodiment, a plurality of pieces of
2D image data obtained by the 3D scan are associated with the
respective pieces of position data related to the positions and
the directions relative to which the 3D can is performed.
These pieces of 2D image data thus associated with the
respective pieces of position data are arranged on the prede-
termined spatial coordinate system. The curved plane corre-
sponding to the moving path or moving direction of the probe
during the 3D scan is set as the cut planes on which the
longitudinal images of the pieces of 2D image data are
formed. In addition, the longitudinal image of the subject is
displayed on each cut plane. Therefore, even if the probe
performs the 3D scan while being curved along the shape of
the living body, or even if the probe performs the 3D scan
while being twisted dependently on the operator’s operation
such as the insertion or the guiding, the tomographic image of
the subject can be generated on the cut plane obtained by
accurately tracing the moving path or moving direction of the
probe 2 during the 3D scan based on the pieces of the 2D
image data associated with the respective pieces of position
data. Therefore, the ultrasonic diagnostic apparatus which
can easily display and output the tomographic image substan-
tially equal in shape to the actual subject can be realized. If the
operator uses this ultrasonic diagnostic apparatus, then the
tomographic image substantially equal in shape to the subject
can be easily obtained by artificially inserting or guiding the
probe 2 that is executing the radial scan in the living body
without using a drive or the like which inserts or draws out the
probe into or from the interior of the living body. Accordingly,
an in vivo ultrasonic diagnosis can be carried out efficiently
using the tomographic image.

Moreover, according to the first embodiment, the tomo-
graphic image substantially equal in shape to the actual sub-
ject can be easily generated. Therefore, it is possible to highly
accurately grasp the size of the desired region of interest such
as the characteristic site or the affected side, e.g., a tumor in
the living body such as the distance, the area, or the volume of
the desired region of interest. Further, when the image rota-
tion indication information is input, the apparatus rotates the
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tomographic image displayed on the screen of the monitor 9
in a predetermined direction using the rotation angle accord-
ing to the input amount of this indication information. There-
fore, the display direction of the tomographic image can be
changed to a desired direction, and the direction of the tomo-
graphic image suited for observation of the region of interest
or the in vivo ultrasonic diagnosis can be easily set. Besides,
if the indication information for magnifying or reducing the
image is input, the tomographic image displayed on the moni-
tor is magnified or reduced at a magnification or reduction
factor according to the input amount of this indication infor-
mation. Therefore, the direction of the tomographic image
suited for the observation of the region of interest or the in
vivo ultrasonic diagnosis can be easily set.

A second embodiment of the present invention is explained
in detail. In the first embodiment, the ultrasonic diagnostic
apparatus is constituted to display the band-shaped 3D lon-
gitudinal image of the cut plane set based on the cut point
information after the input of the cut point information is
accepted. In the second embodiment, an ultrasonic diagnostic
apparatus is constituted to set a default cut plane based on
preset default point data, display a 3D longitudinal image of
this default cut plane on a monitor screen, accept input of cut
pointinformation, and then update this 3D longitudinal image
to a 3D longitudinal image of a cut plane based on this cut
point information.

FIG. 9 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to the
second embodiment. An ultrasonic diagnostic apparatus 21
shown in FIG. 9 is constituted so that an image processor 22
1s provided instead of the image processor 10, and so that a
controller 23 that includes an update processing unit 23a is
provided instead of the controller 13. In addition, the storage
unit 13a stores default point data 13-1 in advance. The con-
troller 23 is realized, substantially similarly to the controller
13, by a ROM that stores various types of data such as a
processing program, a RAM that stores each operation
parameter, a CPU that executes the processing program
stored in the ROM, and the like. The other constituent ele-
ments of the ultrasonic diagnostic apparatus 21 are equal to
those of the ultrasonic diagnostic apparatus 1 according to the
first embodiment. Like constituent elements as those accord-
ing to the first embodiment are denoted by like reference
symbol, respectively.

FIG. 10 is a flowchart showing respective processing steps
since the controller 23 acquires n pieces of 2D image data and
n pieces of position data, displays a 3D longitudinal image of
default cut planes based on the preset default point data on a
monitor screen, and updates this 3D longitudinal image to a
3D longitudinal image of cut planes based on cut point infor-
mation until displaying this updated 3D longitudinal image
on the monitor 9. Referring to FIG. 10, if the ultrasonic
observation device 5 generates 2D image data based on an
echo signal, and the position data calculator 7 calculates
position data on the position at which this echo signal is
obtained, then the controller 23 acquires the 2D image data
output from the ultrasonic observation device 5 and the posi-
tion data output from the position data calculator 7. In addi-
tion, the controller 23 associates the acquired 2D image data
received from the ultrasonic observation device 5, with the
position data received from the position data calculator 7, as
explained, similarly to step S101 (at step S301).

If the 2D image data is associated with the position data,
then the controller 23 arranges the 2D image data associated
with this position data on the spatial coordinate system xyz,
and sets an orthogonal coordinate system for the 2D image
data similarly to step S102 (at step S302). Thereafter, the
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controller 23 stores the 2D image data for which the orthogo-
nal coordinate system is set, in the image data storage unit 11
while arranging the 2D image data on the spatial coordinate
system xyz, and displays a 2D ultrasonic tomographic image
corresponding to the 2D image data on the monitor 9 similarly
1o the step 103 (at step S303).

The controller 23 sets two default points and a default
straight line that passes through the two default line on the
orthogonal coordinate system of the 2D image data based on
the preset default point data. In addition, using the 2D image
data for which the default straight line is set, the controller 23
sets a default cut plane including the default straight line.
Thereafter, the controller 23 performs a processing for gen-
erating one-column image data on this default straight line,
generating 3D longitudinal image data on the default cut
planes based on this one-column image data, and displaying
a band-shaped 3D longitudinal image corresponding to this
3D longitudinal image data on the monitor 9 (a default lon-
gitudinal image display processing) (at step S304).

If the probe 2 is executing a radial scan, that is, the power
switch of the operation unit 4 is turned on, the controller 23
does not receive power-off information corresponding to a
power-OFF state of the probe 2 (“No” at step S305). If so, the
controller 23 repeatedly executes the processing step S301
and the following. Namely, if n radial scans are performed
before the probe 2 is turned off, the controller 23 repeatedly
executes the processing step S301 and the following n times.
The controller 23 thereby acquires n pieces of 2D image data
D, D,, ..., and D, associated with the respective pieces of
position data, and associates the orthogonal coordinate sys-
tems with the respective pieces of 2D image data D, D,, . ..
,and D,,. Further, as shown in FIG. 3, the controller 23 stores
the n pieces of 2D image data D,, D,, . . ., and D, thus
acquired, in the image data storage unit 11 while arranging
the 2D image dataD, D,, .. ., and D, on the spatial coordi-
nate system xyz. Furthermore, the controller 23 sets default
straight lines and default cut planes on the n pieces of 2D
image data D, D,, . . ., and D, and sets one-column image
data on the default straight lines, respectively. In addition,
using the n piece of one-column image data, the controller 23
displays a band-shaped 3D longitudinal image on the default
cut planes of the n pieces of 2D image data D,, D,, . . ., and
D, on the monitor 9.

If the operator turns off the power switch of the operation
unit 4 after the n radial scans, the controller 23 receives the
power-OFF information on the probe 2 (“Yes” at step S305).
Thereafter, if the operator inputs indication information for
switching the 2D ultrasonic tomographic image displayed on
the monitor screen over to another 2D ultrasonic tomographic
image without performing an operation for inputting cut point
information for changing the default point using the input
device 8, then the controller 23 does not accept the cut point
information (“No” at step S306) but accepts a switchover
indication corresponding to the switchover indication infor-
mation (“Yes” at step S307). If so, similarly to step S107, the
controller 23 switches the 2D ultrasonic tomographic image
displayed on the screen of the monitor 9 to another 2D ultra-
sonic tomographic image based on the switchover indication
corresponding to the switchover indication information the
input of which the controller 23 accepts. Thereafter, the con-
troller 23 repeatedly executes the processing step S306 and
the following (at step S308).

Further, if neither the cut point information nor the
switchover indication information are input to the controller
23, then the controller 23 does not accept the cut point infor-
mation (“No” at step $306) and does not accept the switcho-
ver indication based on the switchover indication information
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(*“No” at step S307). If so, the controller 23 repeatedly
executes the processing step S306 and the following.

On the other hand, if the operator inputs cut point informa-
tion for changing at least one default point using the input
device 8, the controller 23 accepts the input cut point infor-
mation (“Yes” at step S306). The controller 23 updates the
default point that is designated to be changed by the input of
the cut point information, out of the default points already set
on the orthogonal coordinate system of the 2D image data, to
a cut point corresponding to the cut point information. In
addition, the controller 23 updates the default straight line and
the default cut plane related to the change-designated default
point to a straight line and a cut plane including this cut point.
Further, the controller 23 updates the one-column image data
set at step S304, generates 3D longitudinal image data on the
updated cut planes using the updated one-column image data,
and updates the 3D longitudinal image data on the default cut
planes generated at step S304 to 3D longitudinal image data
on the updated cut planes (at step S309).

The controller 23 then displays a band-shaped 3D longitu-
dinal image corresponding to the updated 3D longitudinal
image data on the cut planes generated at step S309 on the
monitor 9, similarly to step S110 (at step S310). The operator
observes the 3D longitudinal image displayed on the screen of
the monitor 9, and checks whether a desired region of interest
is displayed on the screen of the monitor 9. If the desired
region of interest is not displayed on the screen of the monitor
9, the operator inputs cut point information for changing the
already set cut point using the input device 8. In this case, the
controller 23 accepts this cut point information (*Yes” at step
S311), and repeatedly executes step S309 and the following
using this cut point information. On the other hand, if the
operator observes the 3D longitudinal image displayed on the
screen of the monitor 9, and checks that the desired region of
interest is displayed on the monitor, the operator does not
perform the operation for inputting the cut point information
for changing the already set cut point. If so, the controller 23
does not accept this cut pointinformation (“No” at step S311)
and does not update the information on the already set cut
point. Therefore, the monitor 9 maintains a state in which this
3D longitudinal image is displayed. The operator can thereby
observe the desired region of interest displayed on the screen
of the monitor 9, and complete the ultrasonic diagnosis on the
subject.

Further, if the operator causes the ultrasonic transducer 3a
to perform a radial scan and guides the probe 2 following step
S310, the 3D scan by the ultrasonic transducer 3a resumes. In
addition, the controller 23 generates the 3D longitudinal data
based on the cut points already set at step S309 and the pieces
of 2D image data obtained successively by this 3D scan, and
displays the 3D longitudinal image corresponding to the 3D
longitudinal data on the monitor 9. In this case, the controller
23 adds the 3D longitudinal image generated by operator’s
guiding the probe 2 to the 3D longitudinal image U, already
displayed on the screen of the monitor 9 and displays the
resultant 3D longitudinal image. The controller 23 thus
extends the 3D longitudinal image U, successively with the
operator’s operation for guiding the probe 2 during the 3D
scan.

Respective processing steps executed until the controller
23 displays the 3D longitudinal image of the default cut
planes on the monitor 9 is explained in detail. FIG. 11 is a
flowchart showing the respective processing steps since the
controller 23 sets default lines based on preset default point
data until displaying the 3D longitudinal image of the default
cut planes on the monitor 9 (a default longitudinal image
display processing). FIG. 12 is an explanatory view of a
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processing for setting two default points and a default straight
line that passes through the two default points on an orthogo-
nal coordinate system of the 2D image data based on the
default point data. Referring to FIGS. 11 and 12, if the
orthogonal coordinate system A, B,, is set for the 2D image
data D,, associated with position data similarly to step S102,
thenthe controller 23 reads the default point data 13a-1 stored
in the storageunit 13a in advance, and sets default points DP,
and DQ,, corresponding to the default point data 13-1. For
example, as shown in FIG. 12, the controller 23 sets the
default point DP,, at a coordinate (a;, b;) on the orthogonal
coordinate system A, B,,, and sets the default point DQ,, at a
coordinate (a,, b,) the orthogonal coordinate system A, B,..

If the default points DP, and DQ,, have been set on the
orthogonal coordinate system A, B,, of the 2D image data
D,,, the controller 23 sets default points DP, ., andDQ,, ,, on
the orthogonal coordinate system A, ,, | B, , of 2D image data
D,,., adjacent to the 2D image dataD,, similarly to step S201.
Specifically, as shown in FIG. 12, the controller 23 sets the
default point DP, , | at the coordinate (a5, b;) on the orthogo-
nal coordinate system A B, ., and sets default points
DQ,,., atthe coordinate (a,, b,) on the orthogonal coordinate
systemA ;B ., .Basedonthis default pointsetting method,
the controller 23 sets default points DP |, DP,, ..., and DP,
at respective coordinates (a5, b,) on the orthogonal coordinate
systems, sets default points DQ,. DQ,, . . . , and DQ,, at
respective coordinates (a,, b,) on the orthogonal coordinate
systems for the n pieces 2D image data D,, D,,...,and D,
The controller 23 thereby sets the two default points for every
2D image data, and sets default straight lines DT, DT,, . ..,
and DT,, each of which passes through the two default points,
for the respective pieces of 2D image data similarly to step
S202 (at step S401).

Ifthe controller 23 sets the default straight lines DT, DT,
and DT, forthen pieces of 2D imagedataD,,D,,...,andD,,
respectively, the cut plane operation unit 13¢ operates and
outputs curved planes including the default straight lines
DT,,DT,,...,and DT, In this case, the controller 23 sets the
default straight lines DT, DT,, . .., and DT,, as longitudinal
plane positions of the n pieces of 2D image data arranged on
the spatial coordinate system xyz, and sets the curved planes
operated and output by the cut plane operation unit 13¢ as
default cut planes on which the 3D longitudinal image is
formed (at step S402).

If the controller 23 sets the default straight lines DT,
DT,,...,and DT, for the n pieces of 2D image data, then the
image data operation unit 135 sets pixel groups in one column
and j row for the default straight lines DT, DT, ...,and DT,
respectively similarly to step S204, calculates the luminances
of pixelsinthe respective pixel groups, and generates n pieces
of one-column image data d,, d,, . . ., and d,, in one column
and j row for the n pieces of 2D image data D, D, . . ., and
D,, respectively (at step S403). Thereafter, the image data
operation unit 135 sets pixel position vectors of the respective
pixels of the one-column image data d,, d,, . . ., and d,
similarly to step S205 (at step S404), and associates the
respective pixels of the one-columnimage datad,,d,, .. .,and
d,, with coordinates of pixels on the spatial coordinate system
XYZ.

If the controller 23 sets the one-column image data d,,
d,, ...,andd, associated with the coordinates of the pixels on
the spatial coordinate system xyz on the default straight lines
DT,,DT,,...,and DT,, respectively, the image data opera-
tion unit 135 linearly interpolates respective adjacent pieces
of one-column image data similarly to step S109. In addition,
the image data operation unit 135 generates 3D longitudinal
image data on the default cut planes set at step S402 (at step
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S405). The controller 23 then transmits this 3D longitudinal
image data on the default cut planes to the monitor 9 through
the display circuit 12 to display the 3D longitudinal image
data on the default cut surface corresponding the 3D longitu-
dinal image data on the monitor 9 (at step S406).

FIG. 13 depicts an example of the 3D longitudinal image
on the default cut planes displayed on the screen of the moni-
tor 9. Similarly to step S109, the image data operation unit
135 generates the 3D longitudinal image data on the default
cut planes defined as the curved planes that include straight
lines on the n pieces of 2D image data, respectively. There-
fore, a 3D longitudinal image DU, of the default cut planes
corresponding to this 3D longitudinal image data is a band-
shaped longitudinal image having curved planes or the like
according to an actual moving path, moving direction, or the
like of the probe 2 that is moved into the living body when the
3D scan is performed, as shown in FIG. 13. Namely, similarly
to the 3D longitudinal image U, this 3D longitudinal image
DU, can represents a tomographic image that is less strained
as compared with the subject in the living body on which the
probe 2 performs the 3D scan, and which is substantially
equal in shape to the actual subject. For example, if the
operator performs a 3D scan using the probe 2 inserted into
the duodenum, then the 3D longitudinal image DU, repre-
sents the duodenum image E substantially equal in shape to
the actual duodenum, as shown in FIG. 13. Therefore, by
performing the 3D scan while observing this 3D longitudinal
image DU,, the operator can highly accurately grasp the
moving path, moving direction, or the like of the probe 2 that
is being executing the 3D scan, and can thereby perform the
3D scan related operation without anxiety.

Further, the operator operates the input device 8, e.g., the
mouse to move a cursor K to a pancreatic duct image f; on the
screen, and then to depress a mouse button. As a result of this
operation, the cut point CQ, is set on the pancreatic duct
image f; as shown in FIG. 13. This operation for setting the
cut point may be carried out using the keyboard, the touch
panel, the track ball, or the joystick that realizes the input
device 8 similarly to the mouse, and the cut point is set at a
desired position on the screen.

If the operator inputs indication information on image dis-
play using the input device 8, the controller 23 may output and
display the 3D longitudinal image DU, and the 2D ultrasonic
longitudinal image G, corresponding to the 2D image data D,
or a latest 2D ultrasonic longitudinal image on the same
monitor screen.

Processings at step S309 executed since the controller 23
sets the cut points corresponding to the cut point information
for updating at least one of the two preset default points if the
cut point information is input until updating the 3D longitu-
dinal data on the default cut planes to the 3D longitudinal data
on the updated cut planes (the longitudinal image update
processing) will next be explained in detail. FIG. 14 is a
flowchart showing processing steps executed since the con-
troller 23 sets cut points obtained by updating the default
points based on the input cut point information until updating
the 3D longitudinal image data on the default cut planes to the
3D longitudinal image data on the updated cut planes. F1G. 15
is an explanatory view of a processing performed by the
controller 23 for updating the default straight lines using the
cut point information for updating the default points. An

instance of updating the default points DQ,, DQ,, ..., and
DQ,, preset for the n pieces of 2D image data D, D,, . .. ,and
D,, to the cut points CQ,, CQ,, . . ., and CQ,, is explained

herein. However, the present invention is not limited to this
instance.
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Referring to FIGS. 14 and 15, if cut point information for
updating the default point DQ,, of desired 2D image data,
e.g., the 2D image data D, to a cut point on a pancreatic duct
image f,, is input, the controller 23 sets the cut point CQ,,
corresponding to this cut point information at the coordinate
(a;, by) corresponding to a point on the pancreatic duct image
f as shown in FIGS. 12 and 15 (at step S501), and deletes the
default point DQ,,. Specifically, the controller 23 sets the cut
points CQ,, CQ,, . . ., and CQ,, at the coordinates (a,, b;) on
the respective orthogonal coordinate systems of the n pieces
of 2D image data D,, D, . .., and D, similarly to step S201.
Inaddition, the update processing unit 23a deletes the default
points DQ,, DQ,, . . ., and DQ, at the coordinates (a,, b,),
thereby updating the default points DQ,, DQ,, . .. ,and DQ,
to the cut points CQ,. CQ,, . .., and CQ,, respectively.

Ifthe update processing unit 234 updates the default points
DQ,, DQ,,. .., and DQ,, to the cut points CQ,, CQ,, ..., and
CQ,,, respectively, the cut plane operation unit 13¢ operates
and outputs straight lines T,, T,, . . ., and T, that pass through
the default points DP |, DP., .. ., and DP, and the cut points
CQ,,CQ,,...,and CQ,, respectively. In addition, the update
processing unit 23a deletes the straight lines DT,, DT, . . .,
and DT, that pass through the default points DP, DP,, . ..,
and DP,, and the default points DQ,, DQ,, . . ., and DQ,,
respectively. The update processing unit 23a thereby updates
the straight lines DT,, DT, ..., and DTn, to the straight lines
T,,T,,...,and Tn,, as shown in FIG. 15 (at step S502).

The cut plane operation unit 13¢ operates and outputs cut
planes including the straightlines T, T, ..., and T, newly set
at step S502. In addition, the update processing unit 23a
deletes the existing default cut planes including the straight
lines DT,, DT, . .., and DT, thereby updating the existing
default cut planes including the straight lines DT, DT, . ..,
and DT, to the cut planes including the straight lines T,
T,,...,and T, (atstep S503).

If the update processing unit 23a updates the default cut
planes or the cut planes, the image data operation unit 134
generates latest one-column image data d,, d,, ..., and d,
corresponding to the spatial coordinate system xyz on the
straight lines T;, T,, . . ., and T, on the latest cut planes
similarly to the processing steps S204 to S205. In addition,
the update processing unit 23a deletes the one-column image
data on the default cut planes or the cut planes before the
update, thereby completes the processing for updating the n
pieces of one-column image data to the latest n pieces of
one-column image data generated on the respective pieces of
2D image data D, D,, ..., and D, (at step S504).

If the n pieces of one-column image data have been
updated to the latest n pieces of one-column image data on the
respective pieces of 2D image data D, D,, .. ., and D,, the
image data operation unit 135 generates 3D longitudinal data
using the latest one-column image data d;, d,, ..., and d,
similarly to step S109 (at step S505). In addition, the update
processing unit 23a deletes the 3D longitudinal image data on
the default cut planes or that before the update. The update
processing unit 23a then stores the latest 3D longitudinal
image data in the image storage unit 11 (at step S506). As a
result, the longitudinal image update processing for updating
the 3D longitudinal image data on the default cut planes or
that before the update to the latest 3D longitudinal image data
is completed.

FIG. 16 depicts an example of a state in which the 3D
longitudinal image updated by the longitudinal image update
processing is displayed on the screen of the monitor 9. The
controller 23 updates the straight line that determines the cut
plane of one 2D image data so that the straight line passes
through a desired region of interest on the one 2D image data,
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e.g., the pancreatic duct image f,. Further, the controller 23
updates the straight lines on the n pieces of 2D image data D,
D,,...,and D, to correspond to the coordinate of the straight
line, and determines the cut planes using the straight lines that
pass onto pancreatic duct images f, {5, . . ., and f,, respec-
tively, as shown in FIG. 15. Therefore, as shown in FIG. 16,
the band-shaped 3D longitudinal image U, that is a longitu-
dinal image of each cut plane can easily capture the pancreatic
duct image f.

In the second embodiment, if the straight line that deter-
mines the cut plane of one 2D image data is updated using the
cut point information designated for the one 2D image data,
then the respective straight lines on the n pieces of 2D image
data D, D,, . .., and D, are updated to correspond to the
updated coordinate of this straight line. Alternatively, the
respective straight lines on the n pieces of 2D image data D,
D,, ..., and D, may be updated for each 2D image data
without associating the coordinates of the straight lines with
one another. FIG. 17 is a flowchart according to a modifica-
tion of the second embodiment. Namely, the flowchart of
FIG. 17 shows processing steps executed since the controller
23 updates cut points and a straight line that passes through
the cut points for each 2D image data using cut point infor-
mation input for each 2D image data until storing a new 3D
longitudinal image. FIG. 18 is an explanatory view of a pro-
cessing performed by the controller 23 for updating the cut
points and the straight line that passes through the cut points
for each 2D image data. FIG. 19 is an explanatory view of a
state in which straight lines on respective pieces of 2D image
data are updated for each 2D image data.

Referring to FIGS. 17, 18, and 19, if cut point information
for updating the default point DQ,,, of desired 2D image data,
e.g.,the2DimagedataD,, to a cut point onthe pancreatic duct
image f, is input, the controller 23 sets a cut point CR,,
corresponding to this cut point information at a correspond-
ing coordinate (as, bs) on the pancreatic duct image f, (at step
S601). In addition, the update processing unit 23a deletes the
default point DQ,,. The cut plane operation unit 13¢ operates
and outputs the straight line T,, that passes through the default
point DP,, and the cut point CR,,. In addition, the update
processing unit 23a deletes the straight line DT, that passes
through the default point DP,, and the default point DQ,,,
thereby updating the straight line DT, to the straight line T,
(at step S602).

If the processing steps S601 to S602 are executed, the
controller 23 completes the update processing for the cut
points and the straight line of one 2D image data, e.g., the 2D
image data D,,. Accordingly, the operator inputs switchover
indication information for switching display of the 2D ultra-
sonic tomographic image over to display of another 2D ultra-
sonic tomographic image using the input device 8. Specifi-
cally, the controller 23 receives this switchover indication
information and accepts a switchover indication correspond-
ing to this switchover indication information (“Yes” at step
S603). In response to the accepted switchover indication, the
controller 23 switches the display of the 2D ultrasonic tomo-
graphic image on the monitor 9 to the display of another 2D
ultrasonic tomographic image (at step S604) similarly to step
S107. The operator observes the 2D longitudinal image thus
switched. If the operator is to change the default points or cut
points set on the 2D longitudinal image, the operator inputs
cut point information related to this change using the input
device 8. Inthis case, the controller 23 accepts the input of this
cut point information (“Yes™ at step S605), and repeatedly
executes the processing step S601 and the following.

If cut point information for updating the default point
DQ,,.; onthe 2D imagedataD,,,, to a cut point on a pancre-
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atic duct image f,,,, is input, the controller 23 sets the cut
point CQ,,, corresponding to this cut point information at
the corresponding coordinate (a,, b,) on the pancreatic duct
image f,,,. In addition, the update processing unit 23«
deletes the default point DQ,,. The cut plane operation unit
13c¢ then operates and outputs the straight line T, ,, that
passes through the default point DP, ., and the cut point
CQ,,.. - Inaddition, the update processing unit 23a deletes the
straight line DT,,,,, that passes through the default point
DP,,,, and the default point DQ, ,,, thereby updating the
straight line DT,,,,, to the straight line T, ,,. Namely, if
repeatedly executing the processing steps S601 to S605 n
times, the controller 23 can update the cut points and the
straight lines that pass through the cut points on the respective
n pieces of 2D image data D, D,, . . ., and D, for each 2D
image data. In this case, as shown in FIG. 19, the controller 23
can update the straight line that passes through the cut points
1o the straight line at a desired position for each 2D image
data. The controller 23 can thereby ensure causing the straight
lines to pass through the region of interest such as the pan-
creatic duct on the 2D image data.

If the controller 23 does not accept the 2D tomographic
image switchover indication (“No” at step S603), the control-
ler 23 turns into a standby state of waiting for input of cut
point information without executing the processing at step
S604. If completing the update of the cut points and the
straight lines that pass through the cut points for the n pieces
of 2D image data, respectively, the operator indicates start of
a cut plane update processing for updating the cut planes
using the updated cut point information or the like without
inputting the cut point information. If so, the controller 23
does not accept the cut point information (“No” at step S605),
but receives an indication signal for updating the cut planes
(“Yes” at step S606). The controller 23 updates the cut planes
ofthe n piece of 2D image data similarly to step S503 (at step
S607). If the cut plane update processing indication signal is
not input, then the controller 23 does not receive this indica-
tion signal (“No” at step S606) and repeatedly executes the
processing step S603 and the following.

Ifthe controller 23 updates the respective cut planes of the
npieces of 2D image data, the image data calculation unit 134
generates latest one-column image data corresponding to the
spatial coordinate system xyz on the respective straight lines
onthe latest cut planes. In addition, the update processing unit
23a deletes the one-column image data on the default cut
planes or the cut planes before the update. The update pro-
cessing unit 23a thereby completes the update processing for
the respective pieces of one-column image data formed on the
2D image data D, D,, . .., and D, (at step S608).

If the respective pieces of one-column image data formed
on the 2D image dataD |, D,, . .., and D, are updated to the
latest one-column image data, the image data operation unit
135 generates 3D longitudinal image data using the latest
one-column image data similarly to step S109 (at step S609).
In addition, the update processing unit 23a deletes the 3D
longitudinal image data on the default cut planes or the 3D
longitudinal image data before the update. Thereafter, the
update processing unit 23a stores the latest 3D longitudinal
image data in the image data storage unit 11 (at step S610).
The longitudinal image update processing for updating the
3D longitudinal image data on the default cut planes or the 3D
longitudinal image on the cut planes to the latest data is
completed.

In the second embodiment, the instance in which one
default point is updated to the new cut point is explained.
However, the present invention is not limited to this instance.
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The two default points set on the 2D image data may be
changed or the already set cut points may be changed to new
cut points.

According to the second embodiment, the instance in
which default point data on the default points are stored in the
storage unit in advance is explained. However, the present
invention is not limited to this instance. Before the 3D scan,
the operator may operate the input device 8 to input the
default points data.

According to the second embodiment, the pieces of 2D
image data sequentially obtained by the 3D scan are cut at
designated longitudinal plane positions, the adjacent pieces
of one-column image data set at the longitudinal plane posi-
tions are linearly interpolated, and the longitudinal image
generated by the linear interpolation is displayed on the moni-
tor screen simultaneously with this 3D scan. Therefore, the
ultrasonic diagnostic apparatus with which the operator can
easily grasp the position, the moving path, or the like of the
ultrasonic transducer that is being executing the 3D scan, with
which the operator can thereby facilitate determining whether
the desired region of interest falls within a scan range of the
3D scan, with which the operator can obtain the sense of
safety during the operation of the 3D scan, and with which the
operator can obtain the improved operativity of the in vivo
ultrasonic diagnosis can be realized.

According to the modification of the second embodiment,
the straight line that determines the longitudinal plane posi-
tion of the 2D image data can be updated for each 2D image
data. Therefore, even if the desired region of interest is
located irregularly on each 2D image data, it is possible to
ensure arranging this straight line in the desired region of
interest on the 2D image data. The ultrasonic diagnostic appa-
ratus which can easily display the longitudinal image that
accurately captures the desired region of interest on the moni-
tor screen can be thereby realized.

A third embodiment of the present invention is explained in
detail. In the first embodiment, the 3D longitudinal image of
the cut plane set based on the cut point information on the two
cut points is displayed on the monitor screen as the band-
shaped 2D tomographic image. In the third embodiment, two
2D ultrasonic tomographic images obtained first and last by a
3D scan, respectively, and a band-shaped 3D longitudinal
image are used, and a 3D longitudinal image that represents a
stereoscopic tomographic image is displayed on a monitor
screen.

FIG. 20 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to the
third embodiment. An ultrasonic diagnostic apparatus 31
shown in FIG. 20 is constituted so that an image processor 32
is provided instead of the image processor 10, and so that a
controller 33 that includes a surface image processing unit
33a is provided instead of the controller 13 in the image
processor 32. The controller 33 is realized, substantially simi-
larly to the controller 13, by a ROM that stores various types
of data such as a processing program, a RAM that stores each
operation parameter, a CPU that executes the processing pro-
gram stored in the ROM, and the like. The other constituent
elements of the ultrasonic diagnostic apparatus 31 are equal
to those of the ultrasonic diagnostic apparatus 1 according to
the first embodiment. Like constituent elements as those
according to the first embodiment are denoted by like refer-
ence symbol, respectively.

FIG. 21 is a flowchart showing respective processing steps
executed since the controller 33 acquires n pieces of 2D
image data and n pieces of position data, sets cut planes
including respective cut points, generates a 3D longitudinal
image of each cut plane, i.e., a band-shaped 3D longitudinal
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image until displaying a 3D longitudinal image that stereo-
scopically represents this 3D longitudinal image on the moni-
tor 9. Referring to FIG. 21, if the ultrasonic observation
device 5 generates 2D image data based on the echo signal,
and the position data calculator 7 calculates position data on
the position at which this echo signal is obtained, then the
controller 33 acquires the 2D image data output from the
ultrasonic observation device 5 and the position data output
from the position data calculator 7. In addition, the controller
33 associates the acquired 2D image data with the position
data, similarly to the step 101 (at step S701).

The controller 33 arranges the 2D image data associated
with this position data on the spatial coordinate system xyz,
and sets an orthogonal coordinate system based on the axial
vector and the plane parallel vector made to correspond for
the 2D image data, similarly to the step 102 (at step S702).
Thereafter, the controller 33 stores the 2D image data for
which the orthogonal coordinate system is set, in the image
data storage unit 11 while arranging the 2D image data on the
spatial coordinate system xyz, transmits the 2D image data to
the monitor 9 through the display circuit 12, and displays a 2D
ultrasonic tomographic image corresponding to the 2D image
data on the monitor 9 (at step S703).

If the probe 2 is executing a radial scan, that is, the power
switch of the operation unit 4 is turned on, the controller 33
does not receive power-OFF information corresponding to a
power-OFF state of the probe 2 (“No” at step S704). If so, the
controller 33 repeatedly executes the processing step S701
and the following. Namely, if n radial scans are performed
before the probe 2 is turned off, the controller 33 repeatedly
executes the processing step S701 and the following n times.
The controller 33 thereby acquires n pieces of 2D image data
Dy, D,, ..., and D, associated with the respective pieces of
position data, associates the orthogonal coordinate systems
with the respective pieces of 2D image data D, D,, . .., and
D, Further, the controller 33 stores the n pieces of 2D image
data D, D,, .. ., and D, thus acquired in the image data
storage unit 11 while arranging the 2D image data D,
D,,...,and D, on the spatial coordinate system xyz as shown
in FIG. 3.

If the operator turns off the power switch of the operation
unit 4 after the n radial scans, the controller 33 receives the
power-OFF information on the probe 2 (“Yes™ at step S704).
Thereafter, if the operator inputs switchover indication infor-
mation for switching the 2D ultrasonic tomographic image
displayed on the monitor screen over to another 2D ultrasonic
tomographic image without performing the cut point infor-
mation input operation using the input device 8, then the
controller 33 does not accept the cut point information (“No”
at step S705) but accepts a switchover indication correspond-
ing to the switchover indication information (“Yes” at step
S706). If so, the controller 33 reads the 2D image data stored
in the image data storage unit 11 based on the switchover
indication corresponding to the switchover indication infor-
mation the input of which the controller 13 accepts. In addi-
tion, the controller 33 transmits this 2D image data to the
monitor 9 through the display circuit 12, and switches display
of the 2D ultrasonic tomographic image to display of a 2D
ultrasonic tomographic image corresponding to this 2D
image data (at step S707). The controller 33 repeatedly
executes the processing step S705 and the following. Further,
if neither the cut point information nor the switchover indi-
cation information are input to the controller 33, then the
controller 33 does not accept the cut point information (“No”
atstep S705) and does not accept the switchover indication by
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the switchover indication information (“No™ at step S706). If
so, the controller 33 repeatedly executes the processing step
S705 and the following.

On the other hand, if the operator inputs cut point informa-
tion on two cut points designated as respective desired posi-
tions on a desired 2D ultrasonic tomographic image using the
input device 8, the controller 33 accepts the input cut point
information (“Yes” at step S705). In addition, the controller
33 sets the two cut points corresponding to the cut point
information the input of which the controller 33 accepts, on
the orthogonal coordinate system of the 2D image data cor-
responding to this 2D ultrasonic tomographic image. If the
two cut points are set on the orthogonal coordinate system of
one of the n piece of 2D image data, the controller 33 sets two
cut points and a straight line that passes through the two cut
points on each of the orthogonal coordinate systems of the n
pieces of 2D image data based on the coordinate information
on the two cut points similarly to step S108. In addition, the
controller 33 sets the straight line as a longitudinal plane
position of each of the n pieces of 2D image data arranged on
the spatial coordinate system xyz.

The controller 33 calculates all pixels on each straight line
thus obtained and luminances of the pixels for each of the n
pieces of 2D image data, generates one-column image data in
one column and j row (where j=1, 2,3, . . .), and sets pixel
position vectors on the spatial coordinate system xyz for the
pixels in each row of each one-column image data obtained.
Thus, the controller 33 sets one-column image data, for which
the pixel positions in the rows correspond to the coordinates
of pixels on the spatial coordinate system xyz, for the n pieces
of 2D image data, respectively, similarly to step S108 (at step
S708).

If the controller 33 sets the one-column image data for
respective pieces of 2D image data, the image data operation
unit 135 linearly interpolates adjacent pieces of one-column
image data using the n pieces of 2D image data for which
pieces of the one-column image data are set, respectively,
similarly to step S109. In addition, the image data operation
unit 135 generates 3D longitudinal image data of the respec-
tive cut planes (at step S709).

If the image data operation unit 135 generates the 3D
longitudinal image data, the surface image processing unit
33a linearly interpolates respective adjacent pieces of 2D
image data for upper ends, lower ends, and side ends of the n
piecesof2DimagedataD |, D,. ... ,andD,, using then pieces
of 2D image data D, D, .. ., and D, arranged on the spatial
coordinate system xyz. FIG. 22 is an explanatory view of a
processing performed by the plane image processing unit 33
for linearly interpolating respective adjacent pieces of 2D
image data for upper ends, lower ends, and side ends of the n
pieces of 2D image data D;, D,, . . ., and D,, and for
generating upper surface image data, lower surface image
data, and side surface image data (a surface image generation
processing). FIG. 22 typically shows a state in which the 2D
imagedataD,, D,, ..., and D, for which the straight lines T,
T,,...,and T, that determine cut planes are set, respectively
are arranged on the spatial coordinate system xyz.

As shown in FIG. 22, if the adjacent pieces of 2D image
data are linearly interpolated for the upper ends of the 2D
image data Dy, D,, and D, the surface image processing unit
33a generates the upper surface image data I, . If the adjacent
pieces of 2D image data are linearly interpolated for the lower
ends of the 2D image data D,, D,, .. ., and D,, the surface
image processing unit 33a generates the lower surface image
data I,. If the adjacent pieces of 2D image data are linearly
interpolated for the side ends of the 2D image data D,,
D,, ..., and D,, the surface image processing unit 33a
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generates the side surface image data I (at step S710). It is
noted that the cut planes are set as flat planes or curved planes
including the straight lines T;, T,, . . ., and T,, respectively,
and the cut surfaces cut 2D ultrasonic tomographic images
corresponding to at least the 2D image data D, and D,,.

The surface image processing unit 33a performs a process-
ing for generating 3D tomographic image data for displaying
a band-shaped 3D longitudinal image (a stereoscopic 3D
longitudinal image generation processing) using 3D tomo-
graphic image data SD created by the image data operation
unit 135 at step S709, the upper surface image data I, the
lower surface image data I, and the side surface image datal,
generated by the plane image processing unit 33a at step
S710, and the 2D image data D, and D, cut along the cut
planes (at step S711).

FIG. 23 is an explanatory view of the stereoscopic 3D
longitudinal image generation processing performed by the
surface image processing unit 33a. As shown in FIG. 23, the
surface image processing unit 33a connects the 2D image
data D, to a front end of the 3D longitudinal image data SD,
and the 2D image data D, to a rear end of the 3D longitudinal
image data SD. The surface image processing unit 33a con-
nects upper ends of the 3D longitudinal image data SD, the
2D image data D, and D,,, and the side surface image data I,
to the upper surface image data I,. In addition, the surface
image processing unit 33a connects lower ends of the 3D
longitudinal image data SD, the 2D image data D, and D,,, and
the side surface image data 13 to the lower surface image data
1,. Thus, the surface image processing unit 33a generates the
stereoscopic 3D longitudinal image data for representing the
band-shaped 3D longitudinal image stereoscopically. If gen-
erating this stereoscopic 3D longitudinal image data, the sur-
face image processing unit 33a connects portions of the upper
surface image data I, the lower surface image data 1,, the side
surface image datal,, the 3D longitudinal image data SD, and
the 2D image data D, and D,,, which portions correspond to
the same coordinates on the spatial coordinate system xyz,
respectively, to one another.

If the surface image processing unit 33a generates the
stereoscopic 3D longitudinal image data, the controller 33
transmits this stereoscopic 3D longitudinal image data to the
monitor 9 through the display circuit 112 to display a stereo-
scopic 3D longitudinal image corresponding to this stereo-
scopic 3D longitudinal image data on the monitor 9 (at step
S712). FIG. 24 depicts an example of a stereoscopic 3D
longitudinal image displayed on the screen of the monitor 9.
As shown in FIG. 24, in this stereoscopic 3D longitudinal
image U}, a duodenum image E, of a 2D ultrasonic tomo-
graphic image G, corresponding to the 2D image data D, and
the duodenum image E of the 3D longitudinal image U, are
stereoscopically connected to each other. Therefore, the ste-
reoscopic 3D longitudinal image U, is observed as a stereo-
scopic tomographic image. Namely, this 3D longitudinal
image U, can represents a tomographic image that is less
strained as compared with the subject in the living body on
which the probe 2 performs the 3D scan, and which is sub-
stantially equal in shape to the actual subject, and can stereo-
scopically capture a tomographic image of the region of inter-
est or the like in the living body. This can facilitate operator’s
accurate grasping a state of the region of interest or the like in
the living body.

Ifthe operator inputs indication information on image dis-
play using the input device 8, the controller 33 may display
and output the 3D longitudinal image U, and the 2D ultra-
sonic tomographic image G, on the same monitor screen
based on an indication corresponding to this indication infor-
mation as shown in FIG. 24. In this case, the straight line T,
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that determines the cut plane may be superimposed on the 2D
ultrasonic tomographic image G, as an auxiliary line. The
auxiliary line indicating the straight line T, corresponds to the
straight line T, on the 3D longitudinal image U, . Therefore,
by observing the 2D ultrasonic tomographicimage G, and the
3D longitudinal image U, the operator can easily grasp the
positional relationship between the 2D ultrasonic tomo-
graphic image G, and the 3D longitudinal image U,.

If the operator causes the ultrasonic transducer 3a to per-
form aradial scan and guides the probe 2 following step S712,
the 3D scan using the ultrasonic transducer 3a resumes. In
addition, the controller 33 generates the 3D longitudinal data
based on the cut points already set at step S708 and the pieces
of 2D image data obtained successively by the 3D scan, and
displays a stereoscopic 3D longitudinal image including a
band-shaped 3D longitudinal image corresponding to the 3D
longitudinal image data on the monitor 9. In this case, the
controller 33 adds the stereoscopic 3D longitudinal image
generated based on the band-shaped 3D longitudinal image
generated by operator’s guiding the probe 2 and on the 2D
ultrasonic tomographic images obtained successively by the
3D scan, to the 3D longitudinal image U, already displayed
on the screen of the monitor 9 and displays the resultant 3D
longitudinal image. The controller 33 thus extends the 3D
longitudinal image U, successively with the operator’s opera-
tion for guiding the probe 2 during the 3D scan.

In the third embodiment, the adjacent pieces of 2D image
data are linearly interpolated for the upper ends, lower ends,
and side ends of the n pieces of 2D image data arranged on the
spatial coordinate system xyz, and the upper plane image, the
lower plane image, and the side plane image are thereby
formed. However, the present invention is not limited to this
instance. An image processing such as linear interpolation
may be performed on all pixels between the respective adja-
cent pieces of 2D image data, thereby forming the upper plane
image, the lower plane image, and the side plane image.

According to the third embodiment, the 2D ultrasonic
tomographic image obtained first by the 3D scan and the 2D
ultrasonic tomographic image obtained last by the 3D scan
are connected to the front end and the rear end of the 3D
longitudinal image of the cut surfaces set based on the cut
suface information, ie., the band-shaped 3D longitudinal
image, respectively, thereby generating the stereoscopic 3D
longitudinal image. Therefore, it is possible to realize the
ultrasonic diagnostic apparatus which can display a tomo-
graphic image that is less strained as compared with the
subject in the living body on which the probe 2 performs the
3D scan, which is substantially equal in shape to the actual
subject, which can stereoscopically capture the tomographic
image of the region of interest or the like in the living body,
and which can facilitate operator’s accurate grasping a state
of the region of interest or the like in the living body. If the
operator uses this ultrasonic diagnostic apparatus, the opera-
tor can easily observe the image which accurately captures
the state of the region of interest or the like in the living body.
Accordingly, an in vivo ultrasonic diagnosis can be carried
out efficiently.

A fourth embodiment of the present invention is explained
in detail. In the third embodiment, the stereoscopic 3D lon-
gitudinal image that represents the stereoscopic tomographic
image is displayed on the monitor screen using the 2D ultra-
sonic tomographic images obtained first and last by the 3D
scan, respectively and the band-shaped 3D longitudinal
image. In the fourth embodiment, a cut plane is set based on
cut point information, the cut plane is rotated by a preset step
angle, and a stereoscopic 3D longitudinal image that repre-
sents a stereoscopic tomographic image is displayed on the



US 7,798,966 B2

31

monitor screen using a band-shaped longitudinal image of the
rotated cut plane and 2D ultrasonic tomographic images
obtained first and last by a 3D scan, respectively.

FIG. 25 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to the
fourth embodiment. The ultrasonic diagnostic apparatus 41
shown in FIG. 20 is constituted so that an image processor 42
is provided instead of the image processor 32, and so that a
controller 43 that includes an update processing unit 43a is
provided instead of the controller 33 in the image processor
42. The controller 43 is realized, substantially similarly to the
controller 33, by a ROM that stores various types of data such
as a processing program, a RAM that stores each operation
parameter, a CPU that executes the processing program
stored in the ROM, and the like. The other constituent ele-
ments of the ultrasonic diagnostic apparatus 41 are equal to
those of the ultrasonic diagnostic apparatus 31 according to
the third embodiment. Like constituent elements as those
according to the third embodiment are denoted by like refer-
ence symbol, respectively.

FIG. 26 depicts an example of a stereoscopic 3D longitu-
dinal image and a 2D ultrasonic tomographic image dis-
played on the screen of the monitor 9. As shown in FIG. 26, in
this stereoscopic 3D longitudinal image U, similarly to the
third embodiment, the duodenum image E; of the 2D ultra-
sonic tomographic image G, corresponding to the 2D image
data D, and the duodenum image E of the band-shaped 3D
longitudinal image U, are stereoscopically connected to each
other. In addition, the 2D ultrasonic tomographic image G,,
and the stereoscopic 3D longitudinal image U, are displayed
on the same monitor screen. The controller 43 displays a
straight line LG,, thatindicates a position of the 2D ultrasonic
tomographic image G,, on the 3D longitudinal image U,
based on indication information input by the operator while
operating the input device 8. The controller 43 also displays a
cut line CL corresponding to a cut plane on which the 3D
longitudinal image U, that is one plane of the 3D longitudinal
image U, is formed based on the indication information input
by the operator while operating the input device 8. The cut
line CL is a straight line that passes the image center C,, of the
2D ultrasonic tomographic image G,,.

If the operator operates the input device 8 to input indica-
tion information for rotating the cut line CL displayed on the
2D ultrasonic tomographic image G,, in a predetermined
direction, then the controller 43 reads a preset step angle 6,
from the storage unit 13a in response to an indication corre-
sponding to this indication information. In addition, the con-
troller 43 rotates the cut line CL by the read step angle 0, in the
predetermined direction, with a counterclockwise direction
set as a positive direction, and the image center C,, set as a
rotation center. If so, the image data operation unit 135 gen-
erates 3D longitudinal image data on the cut plane corre-
sponding to the rotated cut line CL. The update processing
unit 43a then performs a 3D longitudinal image data update
processing for updating the 3D longitudinal image data thus
generated to latest 3D longitudinal image data similarly to the
second embodiment. As a result, the controller 43 displays the
stereoscopic 3D longitudinal image on the monitor 9 using a
band-shaped 3D longitudinal image corresponding to the lat-
est 3D longitudinal image data obtained by the update pro-
cessing performed by the update processing unit 434 and the
2D ultrasonic tomographic images G, and G, , similarly to the
third embodiment. Namely, if rotating the cut line CL, the
controller 43 updates the cut plane according to rotation of
this cut line CL, and updates the 3D longitudinal image data
on this cut plane, and reconstructs a stereoscopic 3D longi-
tudinal image using the updated 3D longitudinal image data.
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Thereafter, the controller 43 updates the display of the image
to display of the reconstructed stereoscopic 3D longitudinal
image.

The operator can input the indication information for rotat-
ing the cut line CL by the step angle 6, in the predetermined
direction whenever the operator depresses a key on a key-
board, for example, by a key operation or a button operation
on the input device 8. The controller 43 rotates the cut line CLL
by the step angle 0, in the predetermined direction whenever
this indication information is input. The controller 43 then
reconstructs the stereoscopic 3D longitudinal image, and
completes the processing for updating the display of this 3D
longitudinal image.

If the operator operates the input device 8 to input indica-
tion information for switching over the 2D ultrasonic tomo-
graphic image G, displayed on the same screen as the 3D
longitudinal image U, the controller 43 reads the 2D image
data from the storage unit 13¢ in response to an indication
corresponding to this indication information. In addition, the
controller 43 switches the display of the image to display ofa
2D ultrasonic tomographic image corresponding to this 2D
image data. For example, if the indication information for
switching the 2D ultrasonic tomographic image G,, over to
the 2D ultrasonic tomographic image G,,_, is input, the con-
troller 43 reads the 2D image data D,,_, corresponding to the
2D ultrasonic tomographic image G,,_, from the image data
storage unit 11. In addition, the controller 43 displays the 2D
ultrasonic tomographic image G,,_; on the monitor 9. In this
case, the update processing unit 43a updates the display of the
2D ultrasonic tomographic image from that of the 2D ultra-
sonic tomographic image G,, to that of the 2D ultrasonic
tomographic image G,,_, and updates the straight line LG,,
displayed on the 3D longitudinal image U, to a straight line
LG,,_,. Likewise, if the indication information for switching
the 2D ultrasonic tomographic image G, to the 2D ultrasonic
tomographic image G,,,, 1s input, the controller 43 reads the
2D image data D,,, corresponding to the 2D ultrasonic
tomographic image G,,, , from the image data storage unit 11.
In addition, the controller 43 displays the 2D ultrasonic tomo-
graphic image G, ; on the monitor 9. In this case, the update
processing unit 43a updates the display of the 2D ultrasonic
tomographic image from that of the 2D ultrasonic tomo-
graphic image G,, to that of the 2D ultrasonic tomographic
image G,,, ,, and updates the straight line LG,, displayed on
the 3D longitudinal image U, to a straight line LG,,,, .

Namely, if the indication information for switching over
the display of the 2D ultrasonic tomographic image on the
screen whenever the operator operates depresses a key on the
keyboard, for example, by the key operation or the button
operation on the input device 8, the controller 43 performs the
processing for updating the display of the 2D ultrasonic
tomographic image on the screen, and for updating the
straight line L.G,, displayed on the 3D longitudinal image U,
to the straight line that indicates the position of the new 2D
ultrasonic tomographic image to which the display is updated
whenever this indication information is input. Further, if the
indication information for updating the straight line LG,,
displayed on the 3D longitudinal image U, is input whenever
the operator depresses the key on the keyboard, for example,
by the key operation or button operation on the input device,
then the controller 43 can update this straight line LG,, to
another straight line (e.g., the straight line L,,_; or LG, ,,)
and update the display of the 2D ultrasonic tomographic
image on the screen to the display of the 2D ultrasonic tomo-
graphic image corresponding to the position of the updated
straight line on the 3D longitudinal image U, whenever this
indication information is input.
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Furthermore, if the operator causes the ultrasonic trans-
ducer 3a to perform a radial scan and guides the probe 2 after
the stereoscopic 3D longitudinal image and the 2D ultrasonic
tomographic image are displayed on the same screen, the 3D
scan using the ultrasonic transducer 3a resumes. In addition,
the controller 43 generates the 3D longitudinal data on the cut
plane based on the already set cut points and the pieces of 2D
image data obtained successively by the 3D scan, and dis-
plays a stereoscopic 3D longitudinal image including a band-
shaped 3D longitudinal image corresponding to the 3D lon-
gitudinal image data on the monitor 9. In this case, the
controller 43 adds the stereoscopic 3D longitudinal image
generated based on the band-shaped 3D longitudinal image
generated by operator’s guiding the probe 2 and on the 2D
ultrasonic tomographic images obtained successively by the
3D scan, to the 3D longitudinal image U, already displayed
on the screen of the monitor 9 and displays the resultant 3D
longitudinal image. The controller 43 thus extends the 3D
longitudinal image U, successively with the operator’s opera-
tion for guiding the probe 2 during the 3D scan.

In the fourth embodiment, the stereoscopic 3D longitudi-
nal image generated based on a plurality of pieces of 2D
image data and the 2D ultrasonic tomographic image corre-
sponding to any one of these pieces of 2D image data are
displayed and output on the same screen. The straight line
corresponding to the position of the 2D ultrasonic tomo-
graphic image on the stereoscopic 3D longitudinal image is
displayed on the stereoscopic 3D longitudinal image. In addi-
tion, the cut line corresponding to the cut plane of the band-
shaped 3D longitudinal image which the stereoscopic 3D
longitudinal image includes is displayed on the 2D ultrasonic
tomographic image. Furthermore, the stereoscopic 3D longi-
tudinal image is updated so that stereoscopic 3D longitudinal
image includes, as its one plane, the 3D longitudinal image of
the cut plane corresponding to the rotated cut line when the
cut line is rotated. In addition, if this 2D ultrasonic tomo-
graphic image is updated over to the other 2D ultrasonic
tomographic image, the straight line on the stereoscopic 3D
longitudinal image is switched to the straight line which
indicates the position of the other 2D ultrasonic tomographic
image on the stereoscopic 3D longitudinal image. Therefore,
it is possible to realize the ultrasonic diagnostic apparatus
which can facilitate operator’s grasping the positional rela-
tionship between the stereoscopic 3D longitudinal image and
the 2D ultrasonic tomographic image which are displayed
and output on the same screen, and which can thereby easily
display and output the tomographic image which accurately
captures the region of interest such as the characteristic site or
the affected site, e.g., the tumor in the living body. If the
operator uses this ultrasonic diagnostic apparatus, the opera-
tor can easily locate the desired region of interest.

A fifth embodiment of the present invention is explained in
detail. In the first to the fourth embodiments, the ultrasonic
diagnostic apparatus is constituted to generate and output the
tomographic image of the subject obtained by cutting the
curved plane along the moving path or moving direction of
the probe 2 which performs the 3D scan. In the fifth embodi-
ment, the ultrasonic diagnostic apparatus is constituted to
further set two measurement points designated on this tomo-
graphic image on the spatial coordinate system, and to mea-
sure a distance between the two measurement points.

FIG. 27 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to the
fifth embodiment. This ultrasonic diagnostic apparatus 51 is
constituted so that an input device 52 is provided instead of
the input device 8, and so that an image processor 54 is
provided instead of the image processor 42, as compared with
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the ultrasonic diagnostic apparatus according to the fourth
embodiment. In addition, a controller 55 instead of the con-
troller 43 is provided in the image processor 54. The control-
ler 55 includes a storage unit 55a instead of the storage unit
134, an image data operation unit 555 instead of the image
data operation unit 13, a cut plane operation unit 55¢ instead
of the cut plane operation unit 13¢, an update processing unit
55d instead of the update processing unit 434, a surface image
processing unit 55¢ instead of the plane unit processing unit
334, and a distance operation unit 55/. The ultrasonic diag-
nostic unit 51 further includes a printer 53. The printer 53 is
electrically connected to the controller 55. The other constitu-
ent elements of the ultrasonic diagnostic apparatus 51 are
equal to those of the ultrasonic diagnostic apparatus 41
according to the fourth embodiment. Like constituent ele-
ments as those according to the third embodiment are denoted
by like reference symbol, respectively.

The input device 52 is realized by a keyboard, a touch
panel, a track ball, a mouse, a joystick, or the like, or a
combination thereof. The input device 52 inputs the cut point
information, designated point information on coordinate
information on points designated (designated points) on 2D
image data generated by the ultrasonic observation device 55,
angle information for designating rotation angles of various
longitudinal images or various tomographic images dis-
played on the monitor screen, measurement point informa-
tion on coordinate information on points (measurement
points) for designating a region (measurement region) for
measuring geometric values such as lengths, areas, and vol-
umes relative to the various longitudinal images or the various
tomographic images displayed on the monitor screen, various
pieces of indication information on an image display process-
ing on the monitor 9, and various indication processings
related to a print output processing for printing the measure-
ment results onto a paper or the like, to the image processor
54.

If the input device 52 is, for example, the keyboard or the
touch panel, then the input device 52 inputs or selects a
numeric value corresponding to the cut point information, the
designated point information, or the measurement point
information, or directly inputs a coordinate position dis-
played on the screen of the monitor 9 or the touch panel in a
state in which the input device 52 accepts input of each
information. The cut point information, the designated point
information, the angle information, or the measurement point
information is thereby input to the input device 52. If the input
device 52 1s, for example, the track ball, the mouse, or the
joystick, then the input device 52 selects a numeric value
corresponding to the cut point information, the designated
point information, the angle information, or the measurement
point information or directly inputs the coordinate position
displayed on the screen of the monitor 9 in a state in which the
input device 52 accepts input of each information. The cut
point information, the designated point information, or the
measurement point information is thereby input to the input
device 52. Further, the input device 52 selects a numeric value
corresponding to the angle information or performs the drag
operation, thereby inputting the angle information corre-
sponding to an angle according to a moving amount of a
cursor or the like. For example, the angle information indi-
cating that, if the operator causes the input device 52 to
execute this drag operation and the cursor is moved upward
on the monitor screen by a predetermined amount, the longi-
tudinal image or the tomographic image is rotated in a posi-
tive direction by an angle according to the predetermined
amount is input to the input device 52. The angle information
indicating that, if the operator causes the input device 52 to
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execute the drag operation and the cursor is moved downward
on the monitor screen by the predetermined amount, the
longitudinal image or the tomographic image is rotated in a
negative direction by the angle according to the predeter-
mined amount is input to the input device 52. The angle
information indicating that, if the cursor is moved rightward
on the monitor screen, the longitudinal image or the tomo-
graphic image is rotated in the positive direction by the angle
according to the predetermined amount is input to the input
device 52. The angle information indicating that, if the cursor
is moved leftward on the monitor screen, the longitudinal
image or the tomographic image is rotated in the negative
direction by the angle according to the predetermined amount
is input to the input device 52.

The image processor 54 is realized by a well-known com-
puter that includes various recording mediums such as a
RAM, a ROM, and a hard disk, and a CPU. The image
processor 54 includes the image data storage unit 11, the
display circuit 12, and the controller 13. The image data
storage unit 11 is realized by an IC memory such as a RAM,
an EEPROM, and a flash memory, and various storage device
which can write and read data such as a hard disk drive or a
magneto-optic disk drive. The image data storage unit 11
stores various pieces of image data input from the controller
55 under control of the controller 55. In addition, if the con-
troller 55 generates various pieces of longitudinal image data
or tomographic image data, the image data storage unit 11
stores the longitudinal image data or tomographic image data
under control of the controller 55.

The controller 55 is realized by a ROM that stores various
types of data such as a processing program, a RAM that stores
each operation parameter, a CPU that executes the processing
program stored in the ROM, and the like substantially simi-
larly to the controller 43. The controller 55 includes the stor-
age unit 55a, the image data operation unit 55b, the cut plane
operation unit 55¢, the update processing unit 554, the surface
image processing unit 55e, and the distance operation unit
55f. The storage unit 55a is composed by the ROM and the
RAM, and stores not only the processing program and opera-
tion parameters but also the position data which the controller
55 sequentially receives from the position data calculator 7.
The spatial coordinate system xyz is set to the controller 55 in
advance, and the storage unit 554 stores setting data on this
spatial coordinate system xyz. The storage unit 55a also
stores default point data on an initial longitudinal position of
each 2D image data arranged on the spatial coordinate system
xyz. The controller 55 sets a default cut plane that is a cut
plane at this initial longitudinal position based on this default
point data.

Further, when the ultrasonic transducer 3a sequentially
transmits n echo signals obtained by n radial scans (where
n=l1,2.3,...)to the ultrasonic observation device 5, then the
controller 55 grasps timings at which the ultrasonic observa-
tion device 5 generates n pieces of 2D image data based on the
necho signals, respectively, and grasps pieces of position data
sequentially received from the position data calculator 7 for
the respective timings. Thereafter, the controller 55 sequen-
tially receives the n pieces of 2D image data from the ultra-
sonic observation device 5, and associates the 2D image data
generated at each timing, with the position data received at the
same timing for each 2D image data. By doing so, the con-
troller 55 ensures associating the position data corresponding
to the position at which each radial scanis performed, with the
2D image data generated based on the echo signal generated
by this radial scan.

FIG. 28 depicts an example of n 2D image data associated
with the position data by the controller 55 if the controller 55
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sequentially receives the n pieces of 2D image data from the
ultrasonic observation device 5. An instance in which the
operator inserts the insertion unit 3 into the duodenum of the
subject, a radial scan is performed by the ultrasonic trans-
ducer 3a, the insertion unit 3 is gradually guided in the inser-
tion axis direction, and this subject is thereby scanned three-
dimensionally is explained hereafter. However, this is not
intended to limit the present invention.

Asshown in FIG. 28, the n™ 2D image data D, includes the
duodenum image En that shows a cross section of the duode-
num and the pancreatic duct image fn that shows a cross
section of the pancreatic duct. As already explained, the con-
troller 55 associates the 2D image data D,, with the position
data received at the timing at which the 2D image data D,, is
generated. In this case, the controller 55 sets the axial vector
V,, as a normal vector of the plane corresponding to the 2D
image data D,. In addition, the controller 55 sets the plane
parallel vector V,, as a direction vector that is parallel to this
plane and which indicates a predetermined direction relative
to the axial vector V ,,, e.g., a direction of 12 o’clock on this
plane. Further, the controller 55 sets the position vector r,
which indicates the image center C, of the 2D image dataD,,.
Thus, the controller 55 can set an orthogonal coordinate sys-
tem composed by an axis parallel to the plane parallel vector
V,,, and an axis parallel to an outer product vector (V,,xV )
with the image center C,, set as an origin. The outer product
vector (V,,xV,,) can be calculated by an outer product
between the plane parallel vector V,,, and the axial vector V.

Likewise, the controller 55 associates (n-1) pieces of 2D
image dataD, D,, ..., and D,_, received sequentially from
the ultrasonic observation device 5, with the position data,
respectively. Thus, the axial vectors V,,,V ,, ...and V,,,, the
plane parallel vectors V,,V,,, . ..,and V, , and the position
vectors r, by, . . ., and r, are set to the n pieces of 2D image
dataD,, D,, ..., and D,, respectively.

FIG. 29 is an explanatory view of an operation performed
by the controller 55 for arranging the n pieces of 2D image
data associated with the respective pieces of position data on
the spatial coordinate system xyz. As shown in FIG. 29, if the
controller 55 associates the n pieces of 2D image data D,
D, ...,and D, with the respective pieces of position data, the
controller 13 arranges the 2D image dataD, D,, .. .,and D,
on the spatial coordinate system xyz based on the spatial
coordinate system xyz and the position data associated with
the respective pieces of 2D image data, both of which are read
from the storage unit 55a. The axial vectors V,,,, V., ..., and
V.. the plane parallel vectors V,,, 15, . .. ,andV,, . and the
position vectors ry, I, . . ., and ry which constitute the pieces
of position data determine the respective positions and direc-
tion of the 2D image data D, D,, .. ., and D,, arranged on the
spatial coordinate system xyz. Therefore, the controller 55
can arrange the npieces of 2D image data D, D,. ... ,andD,,,
on the spatial coordinate system xyz so that a positional
relationship of the 2D image data is substantially equal to an
actual positional relationship when the ultrasonic transducer
3aperforms aradial scan three-dimensionally. Thereafter, the
controller 55 stores the n pieces of 2D image data D,
D,, ...,and D,,, for which the arrangement relationship on
the spatial coordinate system xyz is set, in the image storage
unit 11.

FIG. 30 is a flowchart that depicts processing steps
executed since the controller 55 acquires the n pieces of 2D
image data generated based on the n echo signals as a result of
the n radial scans and the position data corresponding to the
respective positions at which the radial scans are performed,
until generating 3D longitudinal image data including a lon-
gitudinal image of a preset default cut plane, displaying a 3D
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longitudinal image corresponding to the 3D longitudinal data
on the monitor 9, and then measuring the distance (measure-
ment point distance) between the two measurement points
designated on this 3D longitudinal image. FIG. 31 depicts an
example ofa state in which the 3D longitudinal image and the
2D ultrasonic tomographic image are displayed on the screen
of the monitor 9.

Referring to F1G. 30, if the ultrasonic observation device 5
generates 2D image data based on the echo signal, and the
position data calculator 7 calculates position data on the posi-
tion at which this echo signal is obtained, then the controller
55 grasps the timing at which the 2D image data is generated
based on this echo signal, and acquires the 2D image data
output from the ultrasonic observation device 5 and the posi-
tion data output from the position data calculator 7 (at step
S801). In this case, the controller 55 associates the timing at
which this acquired 2D image data is generated, with the
position data acquired from the position data calculator 7.

The controller 55 associates the 2D image data generated at
the grasped timing, with the position data acquired at the
timing using the 2D image data and the position data thus
acquired (at step S802). Thereafter, the controller 55 arranges
the 2D image data associated with this position data on the
spatial coordinate system xyz, and sets an orthogonal coor-
dinate system based on the axial vector and the plane parallel
vector made to correspond for the 2D image data (at step
S803). Specifically, as shown in FIG. 28, the controller 55 sets
the orthogonal coordinate system A, B, composed by the axis
(B,, axis) in parallel to the plane parallel vector V,, and the
axis (A, axis) in parallel to the outer product vector (V,, x
V), with the image center C,, set as the origin, for the 2D
image data D, (where n=1, 2,3,...).

Thereafter, the controller 55 stores the 2D image data for
which the orthogonal coordinate system is set, in the image
data storage unit 11 while arranging the 2D image data on the
spatial coordinate system xyz, transmits the 2D image data to
the monitor 9 to display a 2D ultrasonic tomographic image
corresponding to the 2D image data on the monitor 9 (at step
S804).

The controller 55 sets a default straight line corresponding
to the initial longitudinal position on the orthogonal coordi-
nate system of each 2D image data arranged on the spatial
coordinate system xyz based on the default point data stored
in the storage unit 554 in advance. In addition, the controller
55 sets a curved plane formed by segments of the 2D image
data cut by the default straight line as a default cut plane.
Further, the controller 55 generates one-column image data
on the default straight line thus set, arranges and interpolates
the one-column image data, and generates 3D longitudinal
image data including a longitudinal image of the default cut
plane (at step S805). The controller 55 then stores the gener-
ated 3D longitudinal image data in the image data storage unit
11, and transmits the 3D longitudinal image data to the moni-
tor through the display circuit 12 to display a band-shaped 3D
longitudinal image corresponding to the 3D longitudinal
image data on the monitor 9 (at step S806).

If the probe 2 is executing a radial scan, that is, the power
switch of the operation unit 4 is turned on, the controller 55
does not receive power-OFF information corresponding to a
power-OFF state of the probe 2 (“No” at step S807). If so, the
controller 55 repeatedly executes the processing step S801
and the following. Namely, if n radial scans are performed
before the probe 2 is turned off, the controller 55 repeatedly
executes the processing step S801 and the following n times.
The controller 55 thereby acquires n pieces of 2D image data
D, D,, ..., and D, associated with the respective pieces of
position data, associates the orthogonal coordinate systems
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with the respective pieces of 2D image data D, D,, . .., and
D,,. Further, the controller 55 stores the n pieces of 2D image
data D, D,, . .., and D, thus acquired in the image data
storage unit 11 while arranging the 2D image data D,
D,, ..., and D, on the spatial coordinate system xyz.

Furthermore, the controller 55 sets default straight lines on
then pieces of 2D imagedataD,, D,, ..., and D, stored in the
image data storage unit 11, and one-column image data on
each default straight line. Based on the n pieces of one-
column image data, the controller 55 generates 3D longitu-
dinal image data including the longitudinal images of the
default cut planes set for the n pieces of 2D image data D,,
D,,...,and D,. The controller 55 transmits this 3D longitu-
dinal image data to the monitor 9 through the display circuit
12 to display a 3D longitudinal image corresponding to the
3D longitudinal image data on the monitor 9. In this case, the
controller 55 displays the band-shaped 3D longitudinal image
DU, having curved planes, twists, or the like as shown in FIG.
31.

The 3D longitudinal image DU, is generated as the longi-
tudinal image of the default cut planes including the default
straight lines set on the orthogonal coordinate systems of the
npieces of 2D image dataD, D, ..., and D, . Therefore, the
3D longitudinal image DU, is a band-shaped longitudinal
image having curved planes or the like according to an actual
moving path, moving direction, or the like of the probe 2 that
is moved into the living body when the 3D scan is performed.
Therefore, the 3D longitudinal image DU, represents a tomo-
graphic image that is less strained as compared with the
subject in the living body on which the probe 2 performs the
3D scan, and which is substantially equal in shape to the
actual subject. If the default straight line DT,, on one 2D
image data among the n pieces of 2D image data is set to pass
through the duodenum image E,, and the pancreatic duct
image f,, captured by the 2D ultrasonic tomographic image
G,, corresponding to the 2D image data D, then the 3D
longitudinal image DU, can represent the duodenum image E
substantially equal in shape to the actual duodenum and the
pancreatic duct image f substantially equal in shape to the
actual pancreatic duct.

If the operator inputs indication information on image dis-
play using the input device 52, the controller 55 may display
and output the 3D longitudinal image DU, and the 2D ultra-
sonic tomographic image G, on the same monitor screen
based on the indication by this indication information. If so,
the duodenum image E,,, the pancreatic duct image f . the
image center C,, and the default straight line DT, are dis-
played on the 2D ultrasonic tomographic image G,,, and this
defaultstraight line DT, corresponds to the longitudinal posi-
tion of the 3D longitudinal image DU, displayed on the same
monitor screen. Further, the straight line LG,, that indicates a
position of the 2D ultrasonic tomographic image G,, dis-
played on the same monitor screen as that on which the 3D
longitudinal image DU, is displayed, on the 3D longitudinal
image Uy, is displayed on this 3D longitudinal image DUO. It
is noted that the straight line LG, corresponds to this 2D
longitudinal tomographic image G,,. Due to this, if the 2D
ultrasonic tomographic image G,, is switched over to another
2D ultrasonic tomographic image, the straight line LG,, is
moved to a position corresponding to another 2D ultrasonic
tomographic image.

If the operator turns off the power switch of the operation
unit 4 after the n radial scans, the controller 55 receives the
power-OFF information on the probe 2 (“Yes” at step S807)
and turns into a standby state of waiting to accept the 2D
longitudinal tomographic image switchover indication, the
angle information for designating the rotation angle of the 3D
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longitudinal image, or the measurement point information.
Thereafter, if the operator inputs indication information for
indicating that the 2D ultrasonic tomographic image dis-
played on the monitor screen is switched over to another 2D
ultrasonic tomographic image, then the controller 13 accepts
a 2D longitudinal tomographic image switchover indication
corresponding to the switchover indication information
(“Yes” at step S808). If so, the controller 55 reads the 2D
image data stored in the image data storage unit 11 based on
the switchover indication by the switchover indication infor-
mation the input of which the controller 55 accepts. In addi-
tion, the controller 55 transmits this 2D image data to the
monitor 9 through the display circuit 12. The display circuit
12 performs various processings such as D/A conversion on
the 2D image data. The update processing unit 554 displays
the 2D ultrasonic tomographic image corresponding to this
2D image data on the monitor screen in place of the 2D
tomographic image already displayed (at step S809). The
controller 55 then repeatedly executes the processing step
S808 and the following.

Ifthe operator performs an input operation for inputting the
angle information for designating the rotation angle of the 3D
longitudinal image displayed on the monitor screen, then the
controller 55 does not accept the switchover indication cor-
responding to the switchover indication information (“No” at
step S808) but accepts this angle information. If so, the con-
troller 55 sets an angle corresponding to this accepted angle
information as the rotation angle of the 3D longitudinal
image. In addition, the controller 55 rotates the 3D longitu-
dinal image data corresponding to the 3D longitudinal image
displayed on the monitor screen by this rotation angle, with a
desired straight line preset on the spatial coordinate system
Xyz, e.g., a straight line that passes through the image center
of the 2D image data set as a rotation axis (at step S811). The
controller 55 thereby rotates the longitudinal plane of the 3D
longitudinal image data before rotation by this rotation angle,
and generates the 3D longitudinal image data after the rota-
tion including the longitudinal plane obtained by the rotation.
The update processing unit 554 updates the 3D longitudinal
image data before the rotation to the 3D longitudinal image
data after the rotation.

If the 3D longitudinal image data is updated to the 3D
longitudinal image data after the rotation, the controller 55
transmits this 3D longitudinal image data after the rotation to
the monitor 9 through the display circuit 12. At the same time,
the update processing unit 554 displays the 3D longitudinal
image corresponding to the 3D longitudinal image data after
the rotation in place of the 3D longitudinal image already
displayed. The controller 55 thereby updates the 3D longitu-
dinal image before the rotation to the 3D longitudinal image
after the rotation successively according to the operator’s
angle information input operation (at step S812). The con-
troller 55 then executes the processing step S808 and the
following repeatedly.

For example, as shown in FIG. 31, if the operator performs
the drag operation using the input device 52 to move a cursor
k upward by a predetermined amount, the 3D longitudinal
image DU, is rotated by an angle according to this predeter-
mined amount in a predetermined positive direction, e.g.,
counterclockwise direction around the rotation axis. Namely,
if the operator inputs the angle information using the input
device 52, the 3D longitudinal image DU, is rotated in the
predetermined directing according to the angle correspond-
ing to this angle information. Therefore, even if the 3D lon-
gitudinal image DUQ includes the curved planes, the twists,
orthe like, the operator can easily observe all the tomographic
images and longitudinal images captured by the 3D longitu-
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dinal image DU, including hidden portions hidden by the
curved planes or twists. Further, if the operator inputs indi-
cation information on image magnification or image reduc-
tion using the input device 52, the controller 55 magnifies or
reduces the 3D longitudinal image U, in accordance with an
input amount input to the input device 52.

Ifthe operator performs an input operation forinputting the
measurement point information for designating desired mea-
surement points on the 3D longitudinal image displayed on
the monitor screen, then the controller 55 does not accept the
switchover indication corresponding to the switchover indi-
cation information (“No” at step S808), does not accept the
angle information (“No” at step 810), but accepts this mea-
surement point information (“Yes” at step S813). If so. the
controller 55 sets two measurement points on the 3D longi-
tudinal image data using the measurement point information
input by operator’s operating the input device 52. In addition,
the controller 55 operates and outputs an Euclidian distance
between the two measurement points (a measurement point
distance), displays and outputs or prints out the obtained
operation result as a measurement result of the measurement
point distance (at step S814). Details of a processing per-
formed since the measurement points are set on the 3D lon-
gitudinal image data until the measurement result of the mea-
surement point distance is displayed and output or printed out
(a measurement point distance measurement processing) is
explained later.

If the operator does not perform the input operation for
inputting the switchover indication information, the angle
information, and the measurement point information using
the input device 52, then the controller 55 does not accept the
switchover indication information (“No” at step S808), does
not accept theangle information (“No” at step S810), does not
accept the measurement point information (“No” at step
S813), and repeatedly executes the processing step 808 and
the following.

A processing performed by the controller 55 at step S805
since the controller 55 sets the default cut planes of the n
pieces of 2D image arranged on the spatial coordinate system
xyz until generating the 3D longitudinal image data including
the longitudinal images of the default cut planes (a 3D longi-
tudinal image data generation processing) is explained. FIG.
32 is a flowchart showing respective processing steps
executed until the controller 55 completes the 3D longitudinal
image data generation processing based on the n pieces of 2D
image data arranged on the spatial coordinate system xyzand
the preset default point data. FIG. 33 is an explanatory view of
a processing for setting the default straight line on the
orthogonal coordinate system of each of the n pieces of 2D
image data, and for setting the default cut plane based on the
default straight line (a longitudinal plane setting processing).
FIG. 34 is an explanatory view of a processing performed by
the image data operation unit 555 for interpolating the respec-
tive adjacent pieces of one-column image data using pieces of
one-column image data generated on the npieces of 2D image
data, and for generating the longitudinal image of the default
cut plane set by the longitudinal plane setting processing (a
longitudinal image processing). In F1G. 34, for convenience
of explanation with reference to the drawing, the one-column
image datad,, d,, . . ., and d,, are drawn to be on the same
plane and parallel to one another. Actually, they are not
always present on the same plane and not always parallel to
one another.

Referring to FIG. 32, if the orthogonal coordinate system
based on the axial vectorand the plane parallel vector is set for
each of the n pieces of 2D image data by the processing at step
S803, the controller 55 reads the default point data stored in
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the storage unit 554 in advance. In addition, the controller 55
sets the default straight line based on this default point data on
the orthogonal coordinate system of each of the n pieces of 2D
image data. If coordinate information on longitudinal posi-
tions based on this default point data correspond to, for
example, the coordinate (a;, b;) on the orthogonal coordinate
system of the 2D image data and the image center, the con-
troller 55 sets the default point DQ,, at the coordinate (a;, b,)
on the orthogonal coordinate system A B of the 2D image
data D,, and the image center C,, that is the origin on the
orthogonal coordinate system A, B,, as points corresponding
to the longitudinal position, as shown in FIG. 33. In addition,
the controller 55 operates and outputs the default straight line
DT,, that passes through the default point DQ,, and the image
center C,,, and sets the obtained default straight line DT, as a
straight line corresponding to the longitudinal position. It is
noted that the integer m is the integer which satisfies | =m=
(n-1). In addition, the orthogonal coordinate system A, B,, is
the orthogonal coordinate system that is composed by the B,,
axis inparallel to the plane parallel vectorV,,,, and the A , axis
in parallel to the outer product vector (V,,xV, ), with the
image center C,, set as the origin, as already explained.

Ifthe default straight line DT, has been set on the orthogo-
nal coordinate system A, B, of the 2D image data D,,, the
controller 55 sets the default straight line DT,,,; on the
orthogonal coordinate system A, ,B,,,; ofthe 2D image data
D,,.; adjacent to the 2D image data D,,. Specifically, simi-
larly to the instance of the default straight line DT , the
controller 55 sets the default point DQ,,,, at the coordinate
(a;, b,) on the orthogonal coordinate system A, , B, ., and
the image center C,,,, that is the origin on the orthogonal
coordinate system A, _,B,,,, as points corresponding to the
longitudinal positions. In addition, the controller 55 operates
and outputs the default straight line DT,,,, that passes
through the default point DQ,,,, and the image center C,,, ,,
and sets the obtained default straight line DT, as the
straight line corresponding to the longitudinal position.
Based on this default straight line setting method, the con-
troller 55 sets default points DQ,, DQ,, . . ., and DQ,, at
respective coordinates (a;, b;) on the orthogonal coordinate
systems, sets image centers C,, C,, . .., and C, that are origins
of the orthogonal coordinate systems for the n pieces 2D
image data D, D,, . . ., and D,,. The controller 55 also sets
default straight lines DT,, DT,, . . ., and DT,, which pass
through the default points DQ,, DQ,, . . ., and DQ,, and the
image centers C,,C,, ..., and C,, respectively. Thereafter, the
cut plane operation unit 55¢ connects respective points on the
default points DQ,, DQ., . . ., and DQ,, to one another so that
coordinates of the points are equal relative to the image cen-
ters Cy, C,, . .., and C,, thereby operating and outputting a
curved planes including the default points DQ,, DQ.,, .. .,and
DQ,,. The controller 55 sets the curved planes operated and
output by the cut plane operation unit 55¢ as the default cut
planes (at step S901).

If the controller 55 sets the default straight lines DT,
DT,, ..., and DT, for the n pieces of 2D image data D,
D,, ...,and D,, respectively, then the image data operation
unit 555 sets pixel groups in one column and j row for the
default straight lines DT,, DT, .. ., and DT,,. In addition, the
image data operation unit 555 calculates the luminances of
pixels (voxels or pixels) in the respective pixel groups, and
generates n pieces of one-column image datad,, d,, ..., and
d,, in one column and j row for the n pieces of 2D image data
Dy, D,, ..., and D,, respectively (at step S902). The one-
columnimagedatad,.d,, ...,andd, correspond to the default
straight lines DT |, DT, . . ., and DT, respectively. There-
fore, the image data operation unit 556 can obtain positions of
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the respective pixels of the one-column image data d,,
dy, ..., and d  as pixel position vectors on the spatial coor-
dinate system xyz. For example, the image center C,, and the
orthogonal coordinate system A, B,, are present on the spatial
coordinate system xyz, and a position vector O(DQ, ) of the
default point DQ,, set at the coordinate (a,;, b;) on the
orthogonal coordinate system A , B, of the 2D image data D,
can be, therefore, calculated using the coordinate (a;, b,) of
this default point DQ),,, and the position vector r,, of the image
center C,,, as represented by the following Equation (3).

ms

ODQ,,) =t @, (VX Vo8 Vi (3)
In this calculation, each point on the default straight line DT,
is operated and output by linearly interpolating or exterpolat-
ing the point to the default straight line DT, using a distance
of the point to the default point DQ , and a distance of the
point to the image center C,,, and Equation (3). Namely, the
image data operation unit 555 can calculate the position of
each pixel of the one-column image data d_ as a position
vector on the spatial coordinate system xyz by using the
distance of the pixel position to the default point DQ,,. the
distance of the pixel position to the image center C,, and
Equation (3). The image data operation unit 555 can set the
pixel position vectors of the respective pixels of the one-
column image datad,, d,, ..., and d,, by performing the same
operation processings for the n pieces of one-column image
datad;,d,,...,andd,.

If the controller 55 sets the two arbitrary points on the
orthogonal coordinate system as the respective default points
and sets the straight line that passes through the two arbitrary
points as the default straight line for each of the n pieces of 2D
image data D, D,, . .., and D, the cut plane operation unit
55¢ operates and outputs the curved plane corresponding to
the default cut plane similarly to the default straight lines
DT,,DT,,...,and DT . Inthis case, the image data operation
unit 555 can calculate the position of each pixel of the one-
column image data generated on the respective n pieces of 2D
image data as the position vector on the spatial coordinate
system xyz using distances of the pixel position to the two
arbitrary points and position vectors of the two arbitrary

points, similarly to the one-column image datad,,d, ...,and
d,.

The image data operation unit 555 interpolates respective
adjacent pieces of one-column image data using the one-
column image data d, d,, . . . , and d, for which the pixel
position vectors are set. As explained, the one-column image
datad,. d, ..., and d, are arranged on the spatial coordinate
system xyz based on the axial vectors and plane parallel
vectors of the respective pieces of 2D image data D,, D, . ..
and D,. As a result, the two arbitrary default points corre-
sponding to the longitudinal positions include the same coor-
dinate components on the respective coordinate systems on
the2Dimage dataD,, D, ..., and D,,. For example, the image
centers C, C,, . . ., and C,, include the same coordinate
components on the respective coordinate systems on the 2D
image data D, D,, . . ., and D,. The default points D,,
D,, ..., and D, include the same coordinate components on
the respective coordinate systems on the 2D image data D, ,
D,, ..., and D,. Therefore, if the image data operation unit
55b interpolates the respective adjacent pieces of one-column
image data of the one-column image datad,, d,. .. .,and d,
the image data operation unit 5556 linearly interpolates the
respective adjacent pixels equal in pixel position determined
by the number of rows from respective reference points from
the two arbitrary default points.
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For example, as shown in F1G. 34, the image data operation
unit 554 linearly interpolates the respective adjacent pixels
equal in pixel position to the image centers C,, C,, . ..,and C,,
and interpolates the respective adjacent pixels equal in pixel
position to the default points DQ,, DQ,, . .., and DQ,. In
addition, the image data operation unit 555 linearly interpo-
lates a pixel located in an i” row (wherei=1,2, . ..,]) from the
image center C,, and in a k” row (where k=1, 2, ..., ) from
the default point DQ,,, and a pixel located in the i” row
(wherei=1,2,...,]) from the image C,,, ,, and in the k” row
(where k=1, 2, . . ., j) from the default point DQ,,,,. The
image data operation unit 556 performs the same processings
for all the pixels set on the respective pieces of one-column
imagedatad,, d,, ..., and d,. The image data operation unit
55b can thereby interpolate all the adjacent pieces of one-
column image data of the n pieces of one-column image data
d,,d,,...,andd,. Accordingly, the image data operation unit
55b can generate the 3D longitudinal image data correspond-
ing to the band-shaped longitudinal image of the default cut
planes including the respective default straight lines DT,
DT,, ..., and DT, (step S903). If the image data operation
unit 555 is to linearly interpolate the respective adjacent pix-
els of theadjacent one-columnimagedatad,, andd,, ., (where
m=1, 2, ..., n-1), the image data operation unit 555 inter-
polates luminances of the respective adjacent pixels equal in
pixel position on the one-column image data d,, and d,,, ;,
thereby determining luminances between the respective adja-
cent pixels.

The surface image processing unit 55¢ generates 3D lon-
gitudinal image data corresponding to a stereoscopic longi-
tudinal image including, as one surface, the band-shaped
longitudinal image using the 3D longitudinal image data cor-
responding to the band-shaped longitudinal image generated
by the image data operation unit 556 by the longitudinal
image processing, and the n pieces of 2D image data arranged
on the spatial coordinate system xyz. FIG. 35 is a flowchart
showing a processing for generating 3D longitudinal image
data. Specifically. if the controller 55 generates the default cut
planes of n pieces of 2D image data arranged on the spatial
coordinate system xyz and 3D longitudinal image data cor-
responding to the band-shaped longitudinal image of the
default cut planes, then the surface image processing unit 55¢
generates the 3D longitudinal image data corresponding to
the stereoscopic longitudinal image including, as one surface,
this band-shaped longitudinal image using the 3D longitudi-
nal image data corresponding to the band-shaped longitudinal
image and the n pieces of 2D image data. FIG. 36 is an
explanatory view of a processing performed by the surface
image processing unit 55e for linearly interpolating adjacent
pieces of 2D image data for upper ends, lower ends, and side
ends of the n pieces of 2D image data, and for generating
upper surface image data, lower surface image data, and side
surface image data (a surface image generation processing).
FIG. 36 typically shows a state in which the n pieces of 2D
image data for which the default straight line that show
default cut planes are set, are arranged on the spatial coordi-
nate system Xyz.

Referring to FIGS. 35 and 36, if the orthogonal coordinate
system based on the axial vector and the plane parallel vector
is set for each of the n pieces of 2D image data by the
processing at step S803, the controller 55 executes the same
processing as that at step S S901 to S903 to set the respective
default straight lines and default cut planes of the n pieces of
2D image data. In addition, the controller 55 generates one-
column image data on each default straight line, and gener-
ates 3D longitudinal image corresponding to the band-shaped

20

25

40

45

60

65

44

longitudinal image of this default cut plane using the respec-
tive pieces of one-column image data (at steps S1001 to
S1003).

As shown in FIG. 36, the surface image processing unit 55¢
linearly interpolates respective adjacent pieces of 2D image
data and generates upper surface image data I; for the upper
ends of the 2D image data D,, D,, . .., and D, for which the
default straight lines DT, DT,, . . ., and DT, are set. The
surface image processing unit 55e¢ linearly interpolates
respective adjacent pieces of 2D image data and generates the
lower surface image data I, for the lower ends of the 2D image
data Dy, D, ..., and D,. The surface image processing unit
55e¢ linearly interpolates respective adjacent pieces of 2D
image data and generates the side surface image data I, for the
side ends of the 2D image data D, D,, . . ., and D,, (at step
S1004).

Thereafter, the surface image processing unit 55¢ performs
a stereoscopic 3D longitudinal image generation processing
using the 3D longitudinal image data corresponding to the
band-shaped longitudinal image generated at step S1003, the
upper surface image data I, the lower surface image data L,
and the side surface image data 1, generated at step S1004,
and the 2D image data D, and D, cut on the default cut plane
set at step S1001. The surface image processing unit 55¢
thereby generates the 3D longitudinal image data correspond-
ing to the stereoscopic 3D longitudinal image including, as
one surface, the band-shaped longitudinal image, e.g., the
band-shaped 3D longitudinal image DU, (at step S1005). If
the surface image processing unit 55¢ generates the 3D lon-
gitudinal image data corresponding to this stereoscopic 3D
longitudinal image, the surface image processing unit 55¢
connects portions of the upper surface image data I, the
lower surface image data L, the side surface image data 1, the
3D]longitudinal image data corresponding to the band-shaped
longitudinal image, and the 2D image data D, and D,,, which
portions correspond to the same coordinates on the spatial
coordinate system xyz, respectively, to one another.

The controller 55 transmits the 3D longitudinal image data
generated by the surface image processing unit 55¢ by the
stereoscopic 3D longitudinal image generation processing at
step S1005 to the monitor 9, thereby making it possible to
display the stereoscopic 3D longitudinal image correspond-
ing to this 3D longitudinal image data on the monitor 9,
similarly to step S806. Namely, if the respective processing
steps S1001 to S1005 are executed in place of step S S901 to
S903 as the processing at step S805, the 3D longitudinal
image data corresponding to the stereoscopic 3D longitudinal
image including, as one surface, the band-shaped longitudi-
nal image can be generated by the controller 55. FIG. 37
depicts an example of a state in which the stereoscopic 3D
longitudinal image including, as one surface, the band-
shaped longitudinal image is displayed on the screen of the
monitor 9. In FIG. 37, a stereoscopic 3D longitudinal image
DU, including the band-shaped 3D longitudinal image DU,
1s shown in place of the 3D longitudinal image DU, shown in
FIG. 31. In addition, similarly to FIG. 31, the 2D ultrasonic
tomographic image G,, is displayed on the same monitor
screen.

InFIG. 37, the 3D longitudinal image DU; is constituted so
that portions of the band-shaped 3D longitudinal image DU,
an upper plane image J; corresponding to the upper surface
image data I,, a lower plane image I, corresponding to the
lower surface image datal,, a side planeimage J; correspond-
ing to the side surface image data 15, and 2D image data G,
and G,, corresponding to the 2D image data D, and D,,, which
portions correspond to the same coordinates on the spatial
coordinate system Xxyz, respectively, are connected to one
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another. Therefore, for example, the duodenum E; on this 2D
ultrasonic tomographic image G, and the duodenum E on the
3D longitudinal image DU, are connected to each other ste-
reoscopically. Thus, the 3D longitudinal image DU, repre-
sents a stereoscopic duodenum approximated in shape to the
actual duodenum. That is, the 3D longitudinal image DU,
stereoscopically represents the longitudinal image which
includes longitudinal planes having curved planes, twists, or
the like according to the actual moving path or moving direc-
tion of the probe 2 moved in the living body during the 3D
scan, which is less strained as compared with the subject in
the living body on which the probe 2 performs the 3D scan,
and which 1s substantially equal in shape to the actual subject.

If the operator inputs angle information using the input
device 52, the 3D longitudinal image DU, displayed on the
monitor screen is rotated in the predetermined direction
according to the angle corresponding to this angle informa-
tion, similarly to the 3D longitudinal image DUO. Therefore,
even if the 3D longitudinal image DU, includes the curved
planes, the twists, or the like, the operator can easily observe
all the tomographic images and longitudinal images captured
by the 3D longitudinal image DU, including hidden portions
hidden by the curved planes or twists. Further, if the operator
inputs indication information on image magnification or
image reduction using the input device 52, the controller 55
magnifies or reduces the 3D longitudinal image DU, in accor-
dance with an input amount input to the input device 52.

Respective processing steps executed until the controller
55 completes the measurement point distance measurement
processing at step S814 is explained in detail. FIG. 38 is a
flowchart showing the respective processing steps executed
until the controller 55 completes the measurement point dis-
tance measurement processing at step S814 in detail. FIG. 39
depicts an example of the display of the monitor 9 when the
controller 55 sets two measurement points on the 3D longi-
tudinal image DU, and calculates the measurement point
distance by the two measurement points. Before the control-
ler 55 starts the measurement point distance measurement
processing, the operator observes the 3D longitudinal image
displayed on the screen of the monitor 9. If the 3D longitu-
dinal image does not display a desired measurement region,
then the operator performs, for example, a drag processing
using the input device 52, e.g., the mouse, and inputs angle
information on the angle for rotating this 3D longitudinal
image. If so, the controller 55 performs the processing at step
S810 to S812 to rotate this 3D longitudinal image in the
predetermined direction corresponding to the moving direc-
tion of the cursor by this drag operation by an angle according
to a moving amount of the cursor.

Referring to FIGS. 38 and 39, if the operator uses the input
device 52, e.g., the mouse, to move the cursor K displayed on
the screen of the monitor 9 to a predetermined position on the
3D longitudinal image DU, to designate the desired position,
and to input measurement point information corresponding to
this desired position, then the controller 55 accepts this mea-
surement point information, and sets a measurement point S,
including coordinate component indicated by this measure-
ment point information on the 3D longitudinal image data
corresponding to the 3D longitudinal image DU, as a first
measurement point (at step S1101). In this case, the controller
55 sets the measurement point S, as a point on the 3D longi-
tudinal image data present on the spatial coordinate system
xyz. Therefore, vector components of a position vector OS, of
the measurement point S, on the spatial coordinate system
xyz are represented by the following Equation (4) using an x
component, a y component, and a z component of the spatial
coordinate system xyz.

OS=(x1,y1,71) ()
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The controller 55 then allocates a marker (a first measure-
ment marker) that indicates the measurement point S, to the
coordinate on the 3D longitudinal image data at which the
measurement point S, is set. Further, while superimposing
the first measurement marker on the 3D longitudinal image
DU, corresponding to this 3D longitudinal image data, the
controller 55 displays this first measurement marker on the
monitor 9 (at step S1102). The controller 55 turns into a
standby state of waiting to accept input of measurement point
information on a measurement point to be designated next (at
step S1103). If the operator does not input the next measure-
ment point information while operating the input device 52,
then the controller 5 does not accept the next measurement
point information (“No” at step S1104), and maintains this
standby state until the next measurement point information is
input by operator’s input operation.

Ifthe operator operates the input device 52 to input the next
measurement point information similarly to the measurement
point S, , the controller 55 accepts the input next measurement
point information (“Yes” at step S1104). In addition, the
controller 55 sets a measurement point S, including coordi-
nate components indicated by this measurement point infor-
mation on the 3D longitudinal image data corresponding to
the 3D longitudinal image DU, as a second measurement
point, similarly to step S1101 (at step S1105). In this case,
vector components of a position vector OS, of the measure-
ment point S, on the spatial coordinate system xyz are repre-
sented by the following Equation (5) using the x component,
the y component, and the z component of the spatial coordi-
nate system xyz, similarly to the measurement point S;.

0S,=(%2,¥2,22) 5

The controller 55 then allocates a marker (a second mea-
surement marker) that indicates the measurement point S, to
the coordinate on the 3D longitudinal image data at which the
measurement point S, is set, similarly to step S1102. Further,
while superimposing the second measurement marker on the
3D longitudinal image DU, corresponding to this 3D longi-
tudinal image data, the controller 55 displays this second
measurement marker on the monitor 9 (at step $1106).

Thereafter, the controller 55 operates and outputs a seg-
ment that connects the measurement poinis S, and S, to each
other based on the respective vector components of the posi-
tion vectors OS | and OS, of the measurement points S, and S,
set on the 3D longitudinal image data (at step S1107). The
controller 55 sets the obtained segment (S;S,) on the 3D
longitudinal image data, and displays an auxiliary line indi-
cating the segment (S,S,) on the monitor 9 while superim-
posing the segment (S,S,) on the 3D longitudinal image DU,
corresponding to the 3D longitudinal image data (at step
S1108).

Furthermore, the distance operation unit 55f operates and
outputs a measurement point distance between the measure-
ment points S; and S, based on the respective vector compo-
nents ofthe position vectors OS, and OS, ofthe measurement
points S, and S, set on the 3D longitudinal image data (at step
S1109). If the measurement points S; and S, are set on the 3D
longitudinal image data, the distance operation unit 55f can
operate and output the measurement point distance between
the measurement points S, and S,. Therefore, this measure-
ment point distance operation processing may be performed
before the operation processing for the segment (S,S,) at step
S1107. Itis noted that this measurement point distance is the
Euclidean distance between the measurement points S, and
S, and corresponds to alength of the segment (S, S,) obtained
based on the measurement point S, and S,. Accordingly, the
distance operation unit 55foperates and outputs this measure-
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ment point distance |S;S,, | based on the respective vector
components of the position vectors OS,; and OS, of the mea-
surement points S, and S,, which vectors are represented by
Equations (4) and (5), as represented by the following Equa-
tion (6).

18 S5 1={ 0 =3,) 4 (v =y, 4z -2} 2

The controller 55 converts the measurement point distance
operated and output at step S1109 into value in a desire unit,
and displays the resultant value on the monitor 9 as a mea-
surement result (at step S1110). In this case, as shown in FIG.
39, the controller 55 displays the measurement result on the
same monitor screen as the 3D longitudinal image DU, for
which the measurement point distance is measured. Thereaf-
ter, if the operator operates the input device 52 to input indi-
cation information for printing out the measurement result of
this measurement point distance onto a paper or the like, the
controller 55 accepts a printout indication based on this indi-
cation information (“Yes” at step S1111). In addition, the
controller 55 transmits measurement result information on
the measurement point distance to the printer 53, and controls
the printer 53 to output a measurement result corresponding
to the transmitted measurement result information (at step
S1112). In this case, the printer 53 prints out the measurement
result corresponding to the received measurement result
information onto a paper or the like under control of the
controller 55. On the other hand, if the operator does not
operate the input device 52 to input this printout indication
information, the controller 55 does not accept the printout
indication (“No” at step S1111). Inother words, the controller
55 accomplishes this measurement point distance measure-
ment processing without controlling the printer 53 to print out
the measurement result.

It is preferable that the controller 55 allocate the first mea-
surement marker and the second measurement marker onto
the 3D longitudinal image data in different manners. Specifi-
cally, as shown in FIG. 39, the controller 55 allocates the first
measurement marker that is, for example, round and yellow
onto the 3D longitudinal image data as a marker that indicate
the measurement point S,. In addition, while superimposing
the first marker on the 3D longitudinal image DU, corre-
sponding to this 3D longitudinal image data, the first mea-
surement marker is displayed on the screen of the monitor 9.
Likewise, the controller 55 allocates the second measurement
marker that is, for example, triangular and Mars yellow onto
the 3D longitudinal image data as a marker that indicate the
measurement point S,. In addition, while superimposing the
second marker on the 3D longitudinal image DU, corre-
sponding to this 3D longitudinal image data, the second mea-
surement marker is displayed on the screen of the monitor 9.
This enables the operator to easily discriminate the first mea-
surement marker and the second measurement marker dis-
played on the screen of the monitor 9 from each other.

If the operator switches the 2D ultrasonic tomographic
image displayed on the same monitor screen as the 3D lon-
gitudinal image, e.g., the 2D ultrasonic tomographic image
G,, shown in FIG. 39, over to a desired 2D tomographic
image, and designates measurement points on each of a plu-
rality of desired 2D ultrasonic tomographic images displayed
sequentially, the controller 55 sets measurement points on 2D
image data corresponding to the respective pieces of 2D ultra-
sonic tomographic image on which the measurement points
are designated. In addition, the distance operation unit 55/
operates and outputs a measurement point distance spread
over different 2D ultrasonic tomographic images based on the
vector components of the position vectors of the measure-
ment points set on the respective pieces of 2D image data.

(6)
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FIG. 40 is an explanatory view of an operation for designating
the measurement point S, on the 2D ultrasonic tomographic
image G,,, corresponding to the 2D image data D,,, among
the n pieces of 2D image data. FIG. 41 is an explanatory view
of an operation for designating the measurement point S, on
the 2D ultrasonic tomographic image G,, corresponding to
the 2D image data DD, , among the n pieces of 2D image data.
FIG. 42 is an explanatory view of a processing for operating
and outputting the measurement point position distance based
on the measurement point S, designated on the 2D image data
D,,; and the measurement point S, designated on the 2D
image data D,,,,.

Referring to FIGS. 40, 41, and 42, if the operator operates
theinput device 52 to input switchover indication information
for displaying the 2D ultrasonic tomographic image G,,,; on
the monitor screen, the controller 55 performs the same pro-
cessing as that at step S809 to display the 2D ultrasonic
tomographic image G,,, on the monitor screen 9. If the opera-
tor then operates the input device 52 to move the cursor K on
the monitor screen to a desired position on the 2D ultrasonic
tomographic image G,,,, and inputs measurement point infor-
mation for designating the first measurement point S, to the
desired position, the controller 55 performs the respective
processings at steps S1101 and S1102, thereby displaying the
first measurement marker which indicates the measurement
point S, at this desired position. In this case, the controller 55
sets the measurement position S, at the coordinate (a,, b, ) on
an orthogonal coordinate system A ;B of the 2D image
data D, corresponding to this desired position. In addition,
as shown in FIG. 40, the controller 55 displays the first mea-
surement marker which indicates the measurement position
S, at this desired position, e.g., on a pancreatic duct image
£,

Thereafter, if the operator operates the input device 52 to
input switchover indication information for displaying the 2D
ultrasonic tomographic image G,,, on the monitor screen, the
controller 55 performs the same processing at step S809 to
display the 2D ultrasonic tomographic image G,,, on the
monitor screen. If the operator then operates the input device
52 to move the cursor K on the monitor screen to a desired
position on the 2D ultrasonic tomographic image G,,,, and
inputs measurement point information for designating the
second measurement point S, to the desired position, the
controller 55 performs the respective processings at steps
S1105 and S1106, thereby displaying the second measure-
ment marker which indicates the measurement point S, at this
desired position. In this case, the controller 55 sets the mea-
surement position S, at the coordinate (a,, b,) on an orthogo-
nal coordinate system A ,B, , of the 2D image data D,
corresponding to this desired position. In addition, as shown
in FIG. 41, the controller 55 displays the second measurement
marker which indicates the measurement position S, at this
desired position, e.g., on a duodenum image E, ,.

If the controller 55 sets the measurement point S, at the
coordinate (a;, b;) on the orthogonal coordinate system
A, B, ofthe 2D image data D,,; and sets the measurement
point S, at the coordinate (a,, b,) on the orthogonal coordi-
nate system A ,B, , of the 2D image data D, ,, the distance
operationunit 55fperforms the same processing as that at step
S1109. The distance operation unit 55f'thereby operates and
outputs the length of the segment (S,S,) shown in FIG. 42,
i.e., the measurement point distance between these measure-
ment points S; and S,. It is noted that the orthogonal coordi-
nate systems A, B,,; and A, ,B, , of the respective pieces of
2D image data D,,; and D,,, are present on the spatial coor-
dinate system xyz. Therefore, the coordinate (a,, b,) on the
orthogonal coordinate system A ,; B,,,; and the coordinate (a,,
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b,) on the orthogonal coordinate system A ,B,, can be
expressed using the x component, the y component, and the z
component of the spatial coordinate system xyz, as repre-
sented by Equation (3).

Thereafter, the controller 55 executes the processing step
S1110 and the following, and displays the measurement
result of this measurement point distance on the monitor 9 or
controls the printer 53 to output the measurement result of this
measurement point distance onto a paper or the like. Accord-
ingly, by executing the respective processing steps, the con-
troller 55 can accomplish the processing for measuring the
measurement point distance spread over different 2D ultra-
sonic tomographic images.

Further, if the controller 55 regards the position of the
cursor K as a virtual measurement point S,, calculates the
length to the segment (S,S,), and displays the measurement
result on the monitor 9 while the operator operates the input
device 52 to move the cursor K on the screen to the desired
position on the 2D ultrasonic tomographic image G,,,, the
operator can recognize the distance between the measure-
ment points S, and S, in real time.

If the operator causes the ultrasonic transducer 3a to per-
form aradial scan and guides the probe 2 following step S809,
S812, or S814, the 3D scan using the ultrasonic transducer 3¢
resumes. In addition, the controller 55 repeatedly executes the
processing step S801 and the following. In this case, the
controller 55 adds the stereoscopic 3D longitudinal image
generated by operator’s guiding the probe 2 to the 3D longi-
tudinal image already displayed on the screen of the monitor
9 and displays the resultant 3D longitudinal image. The con-
troller 55 thus extends the 3D longitudinal image succes-
sively with the operator’s operation for guiding the probe 2
during the 3D scan.

According to the fifth embodiment, the transmission coil is
arranged near the ultrasonic transducer incorporated into the
tip end of the probe. In addition, the position data calculator
calculates the position data on the radial scan using this ultra-
sonic transducer, based on the magnetic field output from the
transmission coil. However, the present invention is not lim-
ited to this method. The position data calculator may calculate
the position data on the radial scan using the ultrasonic trans-
ducer by detecting a movement acceleration of the ultrasonic
transducer when the operator guides this probe, and by per-
forming an integral processing or the like on the movement
acceleration.

According to the fifth embodiment, the transmission coil
which generates the magnetic field is arranged near the ultra-
sonic transducer within the probe. If the magnetic field gen-
erated by the transmission coil is to be detected by the recep-
tion antenna, the position of this transmission coil is detected.
However, the present invention is not limited to this method.
The transmission coil may be arranged at the position of the
reception antenna in place of the reception antenna, and a
reception coil having directivities of an ultrasonic vibration
insertion direction and a direction perpendicular to the inser-
tion direction may be arranged near the ultrasonic transducer
within the probe. In addition, a position of this reception coil
may be detected.

According to the fifth embodiment, a plurality of pieces of
2D image data obtained by the 3D scan are associated with
associated with the respective pieces of position data related
to the positions and the directions relative to which the 3D can
is performed. These pieces of 2D image data thus associated
with the respective pieces of position data are arranged on the
predetermined spatial coordinate system. The curved planes
corresponding to the moving path or moving direction of the
probe during the 3D scan are set as the cut planes on which the
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longitudinal images of the pieces of 2D image data are
formed, respectively. In addition, the longitudinal image of
the subject is displayed on each cut plane. Furthermore, the
measurement point distance is operated and output based on
the coordinate information on the respective measurement
points set on the longitudinal images of the subject displayed
and output onto the monitor screen. Therefore, the ultrasonic
diagnostic apparatus which can generate the tomographic
image of the subject by accurately tracing the moving path or
moving direction of the probe during the 3D scan, which can
easily display and output the longitudinal image substantially
equal in shape to the actual subject, and which can accurately
measure a desired distance, e.g., a diameter or a distance, of
the desired region of interest, such as the characteristic site or
the affected site, on this longitudinal image even if the probe
2 performs the 3D scan while being curved and moved along
the shape of the living body, or even if the probe performs the
3D scan while being twisted and moved dependently on the
operator’s operation such as the insertion or the guiding, can
be realized.

If the operator uses this ultrasonic diagnostic apparatus,
then the operator can easily acquire the longitudinal image
substantially equal in shape to the actual subject and can
easily measure the accurate distance between the measure-
ment points designated in the region of interest on this longi-
tudinal image by artificially inserting or guiding the probe 2
that is executing the radial scan within the living body without
using a drive or the like which inserts or draws out the probe
2 into or from the interior of the living body. Accordingly, the
operator can accurately grasp a shape, a size, or a position of
an affected site before a surgical operation. The ultrasonic
diagnostic apparatus is thereby useful for determination of a
surgical operation plan or a cutting range. Besides, the opera-
tor can determine more accurately and more objectively a
temporal treatment effect of an anticancer agent, radio-
therapy, or the like on the affected site.

A sixthembodiment of the present invention is explained in
detail. In the fifth embodiment, the ultrasonic diagnostic
apparatus is constituted so as to generate the longitudinal
image of the subject on the curved plane according to the
moving path or moving direction ofthe probe which performs
the 3D scan, to set the two measurement points designated on
this longitudinal image on the spatial coordinate system, and
to measure the measurement point distance based on the two
measurement points. In the sixth embodiment, an ultrasonic
diagnostic apparatus is constituted so as to interpolate respec-
tive adjacent pieces of 2D image data among a plurality of
pieces of 2D image data arranged on the spatial coordinate
system to generate 3D image data, to set a plane designated on
this 3D image data as a cut plane, and to measure a distance
between two measurement points designated on a longitudi-
nal image on the cut plane.

FIG. 43 is a block diagram that depicts schematic configu-
ration of the ultrasonic diagnostic apparatus according to the
sixth embodiment of the present invention. The ultrasonic
diagnostic apparatus 61 shown in FIG. 43 is constituted as
follows, as compared with the ultrasonic diagnostic apparatus
51 according to the fifth embodiment. An image processor 62
is provided instead of the image processor 54. The image
processor 62 includes a controller 63 instead of the controller
55. The controller 63 includes a cut plane operation unit 63a
instead of the cut plane operation unit 55¢ and a distance
operation unit 635 instead of the distance operation unit 55f.
The controller 63 is realized by a ROM that stores various
types of data such as a processing program, a RAM that stores
each operation parameter, a CPU that executes the processing
program stored in the ROM, and the like, substantially simi-
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larly to the controller 55. The other constituent elements of
the ultrasonic diagnostic apparatus 61 are equal to those of the
ultrasonic diagnostic apparatus 51 according to the fifth
embodiment. Like constituent elements as those according to
the fifth embodiment are denoted by like reference symbol,
respectively.

FIG. 44 is a flowchart showing respective processing steps
executed since the controller 63 displays a band-shaped or
stereoscopic 3D longitudinal image on the monitor 9, gener-
ates 3D image data using n pieces of 2D image data on the
spatial coordinate system xyz, and sets two measurement
points on a longitudinal image generated based on this 3D
image data until measuring a measurement point distance by
the two measurement points. Referring to FIG. 44, if the
ultrasonic observation device 5 generates 2D image data
based on the echo signal and the position data calculator 7
calculates position data on a position at which this echo signal
is obtained, the controller 63 executes the respective process-
ing steps S801 to S806. The controller 63 thereby displays a
2D ultrasonic tomographic image on the monitor 9, and a
band-shaped 3D longitudinal image or a stereoscopic 3D
longitudinal image including, as one surface, the band-
shaped 3D longitudinal image to be displayed on the screen of
the monitor 9 (at step S1201).

Thereafter, if the controller 63 does not receive the power-
OFF information on the probe 2 (“No” at step S1202), the
controller 63 repeatedly executes the processing step S1201
and the following, similarly to step S807. If the controller 63
receives the power-OFF information on the probe 2 (“Yes” at
step S1202), the image data operation unit 556 performs a
well-known image processing such as interpolation between
respective pieces of 2D image data or averaging of over-
lapped portions using the n pieces of 2D image data arranged
on the spatial coordinate system xyz to thereby generate 3D
image data on the spatial coordinate system xyz before
receiving this power-OFF information (at step S1203). The
controller 63 stores the 3D image data generated by the image
data operation unit 555 in the image data storage unit 11. This
3D image data includes n pieces of 2D image data D,
D,,...,and D, as plane tomographic image data perpendicu-
lar to the respective axial vectors V,,V ,,...,andV,,, and
is composed by many cells (voxels) corresponding to 3D
coordinates on the spatial coordinate system xyz. As the
voxels, pieces of image data corresponding to luminances are
set, respectively.

The controller 63 reads desired 2D image data from the
image data storage unit 11 in response to indication informa-
tion on an image display processing input from the input
device 52. In addition, the controller 63 transmits this 2D
image data to the monitor 9 through the display circuit 12 to
display a 2D ultrasonic tomographic image corresponding to
this 2D image data on the monitor 9. If a desired 2D ultrasonic
tomographic image is displayed on the screen of the monitor
9, then the operator operates the input device 52 to designate
a desired position on the 2D ultrasonic tomographic image
using, for example, a cursor displayed on the screen of the
monitor 9, and to input designated point information corre-
sponding to this desired position. The controller 63 sets a
desired point on the 2D image data corresponding to the 2D
ultrasonic tomographic image based on the designated point
information input from the input device 52. The operator
performs this designated point information input operation at
least twice, whereby the controller 63 sets at least two desig-
nated points corresponding to the respective pieces of input
designated point information on each of the n pieces of 2D
image data D;, D,, . .., and D, (at step S1204).
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If the controller 63 sets the at least two designated points
corresponding to the respective pieces of input designated
point information on each of the n pieces of 2D image data D,
D,,...,and D,, the cut plane operation unit 63a operates and
outputs a straight line that passes through the two designated
points thus set and operates and outputs a plane including the
two designated points and a reference set point read from the
storage unit 55a. The controller 63 sets this plane as a refer-
ence cut plane serving as a rotation reference plane, and sets
this straight line as a rotation axis of the reference cut plane.
Alternatively, the cut plane operation unit 63a may operate
and output a plane which includes the two designated points
and which includes a reference normal vector read from the
storage unit 55q.

Thereafter, the image data operation unit 555 generates 3D
tomographic image data (3D reference tomographic image
data) including the 2D tomographic image data on this refer-
ence cut plane, using the 3D image data which the controller
63 reads from the image data storage unit 11. The controller
63 stores the 3D reference tomographic image data generated
by the image data operation unit 555 in the image data storage
unit 11, and transmits the 3D reference tomographic image
data to the monitor 9 through the display circuit 12. Thus, the
controller 63 displays a 3D reference tomographic image
corresponding to the 3D reference tomographic image data
on the monitor 9 (at step S1205).

The operator observes the 3D reference tomographic
image displayed on the screen of the monitor 9 and checks
whether a desired region of interest is displayed on the screen
of the monitor 9. If the desired region of interest is not dis-
played on the screen of the monitor 9, the operator operates
theinput device 52 to input angle information to the controller
63. For example, the operator moves the cursor to a predeter-
mined position on the monitor screen using the mouse. There-
after, if a mouse button is depressed, the controller 63 is
switched into a standby state of waiting to accept input of the
angle information. If the operator then performs a drag opera-
tion or the like and inputs the angle information from the input
device 52, the controller 63 accepts the angle information
input from the input device 52 (“Yes” at step S1206). If so, the
cut plane operation unit 63a operates and outputs a plane
obtained by rotating the reference cut plane by an angle
corresponding to the angle information input from the input
device 52 based on the angle and the designated point infor-
mation. The controller 63 sets this plane as a designated cut
plane. The image data operation unit 555 generates 3D tomo-
graphic image data (3D designated tomographic image data)
including the 2D longitudinal image data on this designated
cut plane, using the 3D image data which the controller 63
reads from the image data storage unit 11. The controller 63
stores the 3D designated tomographic image data generated
by the image data operation unit 555 in the image data storage
unit 11, and transmits this 3D designated tomographic image
data to the monitor 9 through the display circuit 12. Thus, the
controller 63 displays a 3D designated tomographic image
corresponding to this 3D designated tomographic image data
on the monitor 9 (at step S1207).

Thereafter, the operator observes the 3D designated tomo-
graphic image displayed on the screen of the monitor 9 and
checks whether a desired region of interest is displayed on the
screen of the monitor 9. If the desired region of interest is not
displayed on the screen of the monitor 9, the operator operates
theinput device 52 to input angle information to the controller
63, similarly to the instance of the 3D reference tomographic
image. The controller 63 accepts the angle information input
from the input device 52, and repeatedly executes the pro-
cessing steps $1206 and the following. Namely, the controller
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63 repeatedly executes the processing step S1206 and the
following until the operator confirms that the desired region
of interest is displayed on the screen of the monitor 9.

Onthe other hand, if the operator observes the 3D reference
tomographic image displayed on the screen of the monitor 9
and confirms that the desired region of interest is displayed on
the screen of the monitor 9, then the operator does not input
the angle information to the controller 63 but inputs measure-
ment point information on the measurement points desig-
nated on each of various tomographic images displayed on
the screen of the monitor 9. In this embodiment, the controller
63 does not accept the angle information (“No” at step S1206)
but accepts the measurement point information (“Yes” at step
S1208). The controller 63 then accomplishes the measure-
ment point distance measurement processing based on the
two designated points set on each tomographic image (at step
51209).

Ifthe operator does not operate the input device 52 to input
the angle information and the measurement point informa-
tion, then the controller 63 does not accept the angle infor-
mation (“No” at step S1206), does not accept the measure-
ment point information (“No” at step S1208), but repeatedly
executes the processing step S1206 and the following. If so,
the controller 63 controls the monitor 9 to maintain a state in
which the 3D reference tomographic image or 3D designated
tomographic image is displayed on the monitor screen until
the controller accepts the angle information or the measure-
ment point information input by the operator’s input opera-
tion.

The processing performed by the cut plane operation unit
63a for operating and outputting the straight line that passes
through the two designated points and the reference cut plane
that includes the two designated points and the reference set
point set in advance if the controller 63 sets the two desig-
nated points on each 2D image data is explained in detail.
FIG. 45 is an explanatory view of a setting of the straight line
that passes through the two designated points set on the 2D
image data and that of the reference cut plane. As shown in
FIG. 45, the controller 63 sets designate point P, and P, on the
2D image data D, and D, , included in the n pieces of 2D
image data, respectively based on the designated point infor-
mation input from the input device 52. It is noted that the 2D
image dataD,,, is m1” 2D image data of the n pieces of 2D
image data arranged on the spatial coordinate system xyz, and
that the 2D image data D, , is m2” 2D image data of the n
pieces of 2D image data arranged on the spatial coordinate
system xyz. In addition, integers m1 and m2 are positive
integers equal to or smaller than an integer n, and the integer
ml is smaller than the integer m2.

The cut plane operation unit 63a operates and outputs a
straight line L that passes through the designated points P,
and P, based on coordinate information on the designated
point P, and coordinate information on the designated point
P,. In addition, the cut plane operation unit 63a operates and
outputs a plane that includes the designated points P, and P,
and a preset reference set point (not shown) based on the
coordinate information on the designated point P, , that on the
designated point P,, and that on the reference set point. In this
case, the controller 63 sets this plane as a reference cut plane
H, and sets the straight line [, as the rotation axis of the
reference cut plane H,, as shown in FIG. 45. In other words,
the reference cut plane H,, is a rotation reference plane ofa cut
plane which includes the straight line L as the rotation axis
and on which the 3D image data generated at step S1203 is
cut. Therefore, if the controller 63 accepts the angle informa-
tion input from the input device 52, then the cut plane opera-
tion unit 63a operates and outputs a plane obtained by rotating
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the reference cut plane H, by an angle 8 corresponding to this
angle information, and the controller 63 sets this plane as the
designated cut plane H.

Alternatively, the cut plane operation unit 63a may operate
and output a plane including the designated points P, and P,
based on the respective pieces of coordinate information on
the designated points P, and P, and the preset reference nor-
mal vector (not shown). If so, similarly to the instance of
using the reference set point, the controller 63 can set the
reference cut plane H,,. Details of a method for setting the
reference set point, the reference normal vector, and the ref-
erence cut plane H,, is explained later.

The processing performed by the cut plane operation unit
63a for operating and outputting the plane obtained by rotat-
ing the reference cut plane H, by the angle 0 using the angle
0 corresponding to the angle information input to the control-
ler 63, that is, the designated cut plane H is explained in detail.
FIG. 46 is an explanatory view of the processing performed
by the cut plane operation unit 63a for operating and output-
ting the designated cut plane H obtained by rotating the ref-
erence cut plane H, around the straight line L set as the
rotation axis by the angle 6. As shown in FIG. 46, the refer-
ence cut plane H, includes a unit normal vector e, determined
by using the designated points P, and P, and the reference set
point or using the reference normal vector. The designated cut
plane H is a plane obtained by rotating the reference cut plane
H, by the angle 0 around the straight line L set as the rotation
axis. Therefore, by using a unit normal vector e obtained by
rotating the unit normal vector e, by the angle 8 around the
straight line L set as the rotation axis, and the designated
points P, and P,, the cut plane operation unit 63a can operate
and output the designated cut plane H.

Asshown in FIG. 46, a point P, is assumed as a midpoint of
a segment that connects the designated point P, to the desig-
nated point P,. A reference set point R, is assumed as a point
on the reference cut plane H, which point constitutes a seg-
ment of a unit length perpendicular to the straight line [ and
connecting the point P, to the reference set point R,,. A point
R is assumed as a point on the designated cut plane H which
point is obtained by rotating the reference set point R, by the
angle 0 around the straight line L set as the rotation axis.
Based on this assumption, the unit normal vector e of the
designated cut plane H is calculated using respective position
vectors OP, and OP, of the designated points P, and P, and a
position vector OR of the point R, as represented by the
following Equation (7).

e=(OP,—OP )x(OR-OP )/|(OP,~OP )x(OR-OP)| (7

Further, since the point P; is assumed as the midpoint of the
segment that connects the designated point P, to the desig-
nated point P,, a position vector OP; of the point Pj is calcu-
lated as represented by the following Equation (8).

OP4=(0P,+OP,)2 (8)

If a unit vector of a vector P, P, is assumed as t, the unit
vector tis calculated as represented by the following Equation

©).

=(OP,-OP,)/|OP,~OP )
If 50, a vector P;R is calculated using the position vectors
OP, and OP,,, the unit vector t, and the angle 0, as represented

by the following Equation (10).

P,R={(OP,xOP,)/|0P,xOP,|} cos 8+{ix(OP,xOP,)/

|1x(OP,xOP,)|} sin @ (10)
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Accordingly, the position vector OR is calculated using
Equations (8) to (10) as represented by the following Equa-
tion (11).

OR = OP; + PsR
=(OP, +O0Py)/2+
{(OP, X OPy)[| OP; X OP; |}cost +
{(0P, - 0P /| OP, - OP |} x

{(OPI XOPz)/l OP x OP, |}sm9

According to Equations (7) and (11), the cut plane opera-
tion unit 63a can operate and output the unit normal vector e
using the respective position vectors OP, and OP, of the
designated points P, and P, and the angle 0 that is the rotation
angle of the reference cut plane H,. Namely, the cut plane
operation unit 63a can operate and output the unit normal
vector e using the designated point information and the angle
information received by the controller 63, and operate and
output the designated cut plane H using the designated point
information and the unit normal vector e. It is noted, however,
that the cut plane operation unit 63a operates and outputs the
reference cut plane H, when this angle 0 is zero. That is, the
position vector OR,, of the reference set point R, can be
calculated by assigning zero to Equation (11) as the angle 6.
Further, the reference normal vector e, can be calculated
based on Equation (7) using the position vector OR when the
angle 0 is zero (that is, the position vector OR,) and the
position vectors OP, and OP,. The reference cut plane H,, is
operated and output as the plane that includes the designated
points P, an P, and the reference set point R,,, and that has the
reference normal vector e, as a normal. Based on this method,
the reference set point R, the reference normal vector e, and
the reference cut plane H are set. In this example, the refer-
ence cut plane H, is geometrically a plane that crosses a plane
including the origin O and the designated points P, and P,
perpendicularly.

If a normal library software for generating 3D images is
installed in the controller 63, the controller 63 can cut the 3D
image data, which is located on the spatial coordinate system
xyz, on the designated cut plane H and generate the 3D
designated tomographic image on the designated cut plane H
as long as the unit normal vector e and a distance between the
origin O and the designated cut plane H are input to the
controller 63. The distance between the origin O and the
designated cut plane H is calculated using an inner product
between the unit normal vector e and the position vector OP,
or an inner product between the unit normal vector e and the
position vector OP,. Therefore, the controller 63 can obtain
the designated cut plane H using the designated point infor-
mation and the angle information input from the input device
52 based on Equations (7) and (11). In addition, the controller
63 can generate the 3D designated tomographic image data
on the designated cut plane H. Specifically, whenever the
operator performs the drag operation or the like using the
input device 52, the controller 63 sequentially accepts angle
information according to a moving amount of the cursor as a
result of this drag operation or the like, and rotates the refer-
ence cut plane H, according to the sequentially accepted
angle information. The controller 63 thereby sequentially
obtains designated cut planes, and generates or updates the
3D designated tomographic image data on each of the
obtained designated cut planes. The controller 63 then dis-
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plays a 3D designated tomographic image corresponding to
the 3D designated tomographic image data on the monitor 9.

The processing performed by the controller 63 at step
S1204 for setting the designated points on the 2D image data
using the designated point information input from the input
device 52 (designated point setting processing) is explained
in detail. FIG. 47 is a flowchart showing processing steps
executed until the controller 63 completes the designated
point setting processing. FIG. 48 is an explanatory view of a
processing for setting the designated point P, on the 2D image
data D, (afirst designated point setting processing). FI1G. 49
is an explanatory view of a processing for setting the desig-
nated point P, on the 2D image dataD,,, (a second designated
point setting processing).

Referring to FIGS. 47, 48, and 49, the controller 63 reads
desired 2D image data, e.g., 2D image data D,,, from the
image data storage unit 11 in response to a switchover indi-
cation corresponding to 2D ultrasonic tomographic image
switchover indication information input by the operator as
indication information on the image display processing, simi-
larly to step S809 (at step S1301). In addition, the controller
63 transmits the 2D image data D,,; to the monitor 9 through
the display circuit 12 to display a 2D ultrasonic tomographic
image corresponding to the 2D image data D,,; on the moni-
tor 9 (at step S1302).

The operator checks whether the desired region of interest
is displayed on this 2D ultrasonic tomographic image. If the
desired region of interest is not displayed, the operator oper-
ates the input device 52 to input switchover indication infor-
mation for switching the present 2D ultrasonic tomographic
image to another 2D ultrasonic tomographic image to the
controller 63. In this case, the controller 63 does not accept
the designated point information (“No” at step S1303) and
repeatedly executes the processing step S1301 and the fol-
lowing.

If the operator confirms that the desired region of interest,
e.g., the pancreatic duct image f,, shown in FIG. 48, is
displayed, then the operator operates the input device 52 to
move, forexample, the cursor K displayed on the screen of the
monitor 9 toward the pancreatic duct image | and to input
designated point information for designating the designated
point P; on the pancreatic duct image f,,,. In this case. the
controller 63 accepts the designated point information input
by the operator’s input operation (“Yes” at step S1303), and
sets the designated point P, at a coordinate corresponding to
the pancreatic duct image f,,; on the 2D image data D, (at
step S1304). Thereafter, the controller 63 allocates a marker
(the first marker) indicating the designated point P, onto the
coordinate set as the designated point P,. While superimpos-
ing the first marker on the 2D ultrasonic tomographic image
corresponding to the 2D image data D,,,, the controller 63
displays the first marker on the monitor 9.

As explained, the controller 63 can set the orthogonal coor-
dinate system composed by the axis parallel to the plane
parallel vector V,, and the axis parallel to the outer product
vector (V,,,xV ) with the image center C, set as an origin, for
the 2D image data D,,. Therefore, as shown in FIG. 48, the
orthogonal coordinate system A,,;B,,, composed by the axis
B,,; parallel to the plane parallel vector V,,,, and the axis A,
parallel to the outer product vector (V,,, %V, ) with an
image center C,,, set as an origin is set on the 2D image data
D,,;- The controller 63 sets the designated point P, at the
coordinate (a;, b,) corresponding to the pancreatic duct
image f,,; on the 2D image data D,,;. Accordingly, the posi-
tion vector OP, of the designated point P, is calculated using
this coordinate (a,, b, ) and a position vector r,,; of the image
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center C,,, and based on the fact that each of the axial vector
V .1 and the plane parallel vector V, ,,; has a unit length, by

the following Equation (12).

OP =1+ 8y (Vi 1}V a1 )401 Vo 12

It is noted that the outer vector (V,,,;xV ;) corresponds
to the direction vector of the axis A, and that the plane
vector V,,,,; corresponds to the direction vector of the axis
B,.,. As can be seen, the coordinate (a,, b, ) corresponding to
the designated point P, can be expressed by a coordinate
composed by three components on the spatial coordinate
system xyz. That is, the controller 63 sets the designated point
P, on the 2D image data D,,; as the point on the spatial
coordinate system xyz.

The operator then operates the input device 52 to input
switchover indication information for switching the present
2D ultrasonic tomographic image to another 2D ultrasonic
tomographic image to the controller 63. The controller 63
reads desired 2D image data, e.g., 2D image data D, , from
the image data storage unit 11 based on this switchover indi-
cation information, similarly to step S809 (at step S1305). In
addition, the controller 63 transmits the 2D image data D, , to
the monitor 9 through the display circuit 12 to display a 2D
ultrasonic tomographic image corresponding to the 2D image
data D,,, on the monitor 9 (at step S1306). The operator
checks whether the region of interest is displayed on this 2D
ultrasonic tomographic image. If the desired region of interest
1s not displayed, the operator operates the input device 52 to
input switchover indication information for switching the
present 2D ultrasonic tomographic image to another ultra-
sonic tomographic image to the controller 63. In this case, the
controller 63 does not accept the designated point informa-
tion (“No” at step S1307) but repeatedly executes the pro-
cessing step S1305 and the following.

If the operator confirms that the desired region of interest,
e.g., a bile duct image g, shown in FIG. 49, is displayed on
the screen of the monitor 9, then the operator operates the
input device 52 to move, for example, the cursor K displayed
onthe screen of the monitor 9 toward the bile ductimage g .5,
and to input the designated point information for designating
the designating point P, on the bile duct image g,,. In this
case, the controller 63 accepts this designated point informa-
tion by the operator’s input operation (“Yes” at step S1307).
In addition, the controller 63 sets the designated point P, at a
coordinate corresponding to the bile duct g, , onthe 2D image
dataD,,, (at step S1308).

It is noted that the orthogonal coordinate system A ,B, ,
composed by the axis B, , parallel to the plane parallel vector
V,m2 and the axis A, parallel to the outer product vector
(VpmaXV o) with an image center C,, set as an origin is set
on the 2D image data D, ,, similarly to the instance of the
designated point P,. As shown in FIG. 49, the controller 63
sets the designated point P, at the coordinate (a5, b,) corre-
sponding to a bile duct image g, , on the 2D image dataD,,.
Accordingly, the position vector OP, of the designated point
P, is calculated using this coordinate (a5, b;) and a position
vectorr,,, of the image center C, ,, and based on the fact that
each of the axial vector V,,,, and the plane parallel vector
V,..> has a unit length, by the following Equation (13).

OP =4 @y (V XV 202V i

"

(13)

That is, the controller 63 sets the designated point P, on the
2D image data D,,, as the point on the spatial coordinate
system xyz. Thereafter, the controller 63 allocates a marker
(the second marker) indicating the designated point P, onto
the coordinate set as the designated point P,. While superim-
posing the second marker on the 2D ultrasonic tomographic
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image corresponding to the 2D image data D,,,,, the controller
63 displays the second marker on the monitor 9.

Similarly to the instances of the first measurement marker
and the second measurement marker, it is preferable that the
controller 63 allocate the first marker and the second marker
onto the 2D image data in different manners. Specifically, as
shown in FIG. 48, the controller 63 allocates the first marker
that is, for example, “+” shaped and red onto the 2D image
data D, | as a marker that indicate the designated point P, . In
addition, while superimposing the first marker on the 2D
ultrasonic tomographic image corresponding to the 2D image
data D,,,, the first marker is displayed on the screen of the
monitor 9. Likewise, the controller 63 allocates the second
measurement marker that is, for example, “x” shaped and
green onto the 2D image data D, , as amarker that indicate the
designated point P,. In addition, while superimposing the
second marker on the 2D ultrasonic tomographic image cor-
responding to the 2D image data D,,,,, the second marker is
displayed on the screen of the monitor 9. This enables the
operator to easily discriminate the first marker and the second
marker displayed on the screen of the monitor 9 from each
other.

The processing performed by the controller 63 at step
S1205 for setting the reference cut plane and the rotation axis
ofthe reference cut plane using the two designated points thus
set, generating the 3D reference tomographic image data on
the set reference cut plane, and then displaying the 3D refer-
ence tomographic image corresponding to the 3D reference
tomographic image data on the monitor 9 (3D reference
tomographic image display processing) is explained in detail.
FIG. 50 is a flowchart showing processing steps executed
until the controller 63 completes the 3D reference tomo-
graphic image display processing in detail. FIG. 51 is an
explanatory view ofa state in which the controller 63 displays
the 3D reference tomographic image on the monitor screen.

Referring to FIGS. 50 and 51, if the controller 63 performs
the processing at step S1204 to set the designated points P,
and P, on, for example, the 2D image data D,,, and the 2D
image data D, ,, respectively, the cut plane operation unit 63a
operates and outputs the straight line L that passes through the
designated points P, and P, using the designated point infor-
mation as shown in FIG. 45. In addition, the cut plane opera-
tion unit 63a operates and outputs the plane that includes the
reference set point read from the storage unit 55a and the
designated points P, and P, or the plane that includes the
reference normal vector read from the storage unit 55a and
the designated points P, and P,. In this case, the controller 63
sets the plane operated and output by the cut plane operation
unit 63 as the reference cut plane H, and the straightline L as
the rotation axis of the reference cut plane H, (at step S1401).

The controller 63 reads the 3D image data generated at step
S1203 from the image data storage unit 11 (at step S1402).
The image data operation unit 556 generates 3D reference
tomographic image data on the reference cut plane H, using
this 3D image data (at step S1403). The controller 63 stores
the 3D reference tomographic image data generated by the
image data operation unit 555 in the image data storage unit
11. In addition, the controller 63 transmits the 3D reference
tomographic image data to the monitor 9 through the display
circuit 12. Thus, the controller 63 displays a 3D reference
tomographic image W, corresponding to the 3D reference
tomographic image data on the monitor 9 (at step S1404).

In this case, as shown in F1G. 51, the controller 63 displays
a pancreatic duct tomographic image f,, corresponding to the
pancreatic duct image of the 2D image data and a bile duct
tomographic image g, corresponding to the bile duct image of
the 2D image data on the 3D reference tomographic image
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W,. In addition, the controller 63 displays the designated
point P, indicated by the first marker, the designated point P,
indicated by the second marker, and an auxiliary line L,
corresponding to the straight line L on the pancreatic duct
tomographic image f; or the bile duct tomographic image g,
while being superimposed thereon. It is preferable that the
controller 63 display the first marker and the second marker
on the monitor 9 in different manners. Specifically, the con-
troller 63 displays the first marker that is, for example, “+”
shaped and red on the monitor 9 while superimposing the first
marker on the pancreatic duct tomographic image f,. The
controller 63 also displays the second marker that is, for
example, “x” shaped and green on the monitor 9 while super-
imposing the second marker on the bile duct tomographic
image g,. Further, as shown in FIG. 51, the controller 63
controls the monitor 9 to output the 3D reference tomo-
graphic image W, and a desired 2D ultrasonic tomographic
image on the same screen. By doing so, the 3D reference
tomographic image W, and the desired 2D tomographic
image, e.g., a 2D ultrasonic tomographic image G,,, corre-
sponding to the 2D image data D, are output and displayed
on the same monitor screen without superimposing on each
other.

As can be seen, the controller 63 controls the first marker
on the 2D ultrasonic tomographic image G,,; and the first
marker on the 3D reference tomographic image W, to be
displayed on the screen of the monitor 9 in the same manner,
and controls the first marker and the second marker to be
displayed on the screen of the monitor 9 in different manners.
Therefore, as shown in FIG. 51, for example, if the 2D ultra-
sonic tomographic image G,,; on which the “+” shaped and
red first marker that indicates the pancreatic duct is displayed
1s displayed on the screen of the monitor 9, a position of this
first marker can be easily associated with that of the “+”
shaped and red first marker displayed on the pancreatic duct
tomographicimage f, of the 3D reference tomographic image
W,. As a result, it is possible to prevent the pancreatic duct
indicated by the first marker from being confused with the
bile duct indicated by the second marker.

The processing at step S1207 executed since the controller
63 sets the designated cut plane using the designated point
information and the angle information, and generates the 3D
designated tomographic image data on the designated cut
plane thus set, until displaying the 3D designated tomo-
graphic image corresponding to the 3D designated tomo-
graphic image data (3D designated tomographic image dis-
play processing) is explained in detail. FIG. 52 is a flowchart
showing processing steps executed until the controller 63
completes the 3D designated tomographic image display pro-
cessing in detail. FIG. 53 is an explanatory view of a state in
which the controller 63 displays the 3D designated tomo-
graphic image on the monitor screen.

Referring to FIGS. 52 and 53, the operator performs the
drag operation or the like using the input device 52 to move
the cursor K on the monitor 9 in a predetermined direction,
e.g., a vertical direction of the screen and to input the angle 0
according to the moving amount and moving direction of this
cursor K as the angle information. In addition, the controller
63 accepts this angle information. If so, the cut plane opera-
tion unit 63a operates and outputs the plane obtained by
rotating the reference cut plane H, around the straight line L
set as the rotation axis by the angle 6, based on the angle 6
corresponding to this angle information and the designated
point information. The controller 63 sets the plane thus oper-
ated and output as the designated cut plane H (at step S1501).
In this case, the cut plane operation unit 63a operates and
outputs the designated cut plane H based on Equations (7) and
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(11), and using the angle 6 and the respective pieces of coor-
dinate information on the designated points P, and P.,.

If the designated cut plane H is set, the controller 63 reads
the 3D image data generated at step S1203 from the image
data storage unit 11 (at step S1502). The image data operation
unit 555 then generates the 3D designated tomographic image
data on the designated cut plane H using this 3D image data
(at step S1503). The controller 63 stores the 3D designated
tomographic image data generated by the image data opera-
tion unit 555 in the image data storage unit 11, and transmits
the 3D designated tomographic image data to the monitor 9
through the display circuit 12. Thus, the controller 63 displays
a 3D designated tomographic image W corresponding to this
3D designated tomographic image data on the monitor 9 (at
step S1504).

In this case, as shown in F1G. 53, the controller 63 displays
the pancreatic duct tomographic image f corresponding to the
pancreatic duct image of the 2D image data, the bile duct
tomographic image g corresponding to the bile duct image of
the 2D image data, and a bile duct-to-pancreatic duct junction
image {g that is a tomographic image of a junction between
the bile duct and the pancreatic duct (a bile duct-to-pancreatic
duct junction) of the 3D designated tomographic image data.
Further, the controller 63 displays the designated point P,
indicated by the first marker, the designated point P, indicated
by the second marker, and the auxiliary line L, corresponding
to the straight line L on the monitor screen while superim-
posing them on the pancreatic duct tomographic image f or
the bile duct tomographic image g. Similarly to the instance
of the 3D reference tomographic image W, it is preferable
that the controller 63 display the first marker and the second
marker on the screen in different manners. The controller 63
displays the first marker that is, for example, “+” shaped and
red on the monitor screen while superimposing the first
marker on the pancreatic duct tomographic image f, and the
second marker that is, for example, “x” shaped and green on
the monitor screen while superimposing the second marker
on the bile duct tomographic image g. As shown in FIG. 53,
the controller 63 controls the monitor 9 to output the 3D
designated tomographic image W and the desired 2D ultra-
sonic tomographic image on the same monitor screen. By so
controlling, the 3D designated tomographic image W and the
desired 2D ultrasonic tomographic image, e.g., the 2D ultra-
sonic tomographic image G,,; corresponding to the 2D image
dataD,,, are outputand displayed on the same monitor screen
so as not to be superimposed on each other.

Therefore, if the operator performs the drag operation or
the like using the input device 52 to input indication informa-
tion for rotating the reference cut plane H, of the 3D reference
tomographic image W, on which both the tomographic image
of the pancreatic duct and that of the bile duct are displayed,
1.e., to input the angle information on the angle 6 by which the
reference cut plane H, is rotated around the straight line L set
as the rotation axis, the tomographic image approximated to
the actual shape of the region of interest such as the bile
duct-to-pancreatic duct junction image fg that is the charac-
teristic site or the tumor tomographic image h that is the
affected site can be easily obtained, as shown in FIG. 53.1fa
processing rate of the controller 63 is high enough at steps
S1501 to S1504, the 3D designated tomographic image data
on the designated cut plane having the rotation angle that
changes according to an input amount by the drag operation is
successively output to the monitor 9 synchronously with this
drag operation. The operator can, therefore, further easily
obtain the tomographic image of the region of interest such as
the bile duct-to-pancreatic duct junction image fg or the
tumor tomographic image h.
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Respective processing steps executed until the controller
63 completes the measurement point distance measurement
processing at step S1209 is explained in detail. FIG. 54 is a
flowchart showing the respective processing steps executed
until the controller 63 completes the measurement point dis-
tance measurement processing on the two measurement
points designated on the 3D reference tomographic image or
the 3D designated tomographic image in detail. FIG. 55
depicts an example of display of the monitor 9 if the controller
63 sets two measurement points on the 3D designated tomo-
graphic image W, on which the tumor tomographic image h
that is the tomographic image of the region of interest is
displayed, and measures a measurement point distance by the
w0 measurement points.

Referring to FIGS. 54 and 55, if the operator operates the
input device 52, e.g., the mouse to move the cursor displayed
on the screen of the monitor 9 to a desired position on the 3D
reference tomographic image or the 3D designated tomo-
graphic image, to designate the desired position, and to input
measurement point information corresponding to the desired
position, the controller 63 accepts this measurement point
information. In addition, the controller 63 performs the same
processing as that at steps S1101 to S1103. Namely, the
controller 63 sets the measurement point S, based on this
measurement point information, displays the first measure-
ment marker indicating the measurement position S, at this
desired position, and then turns into a standby state of waiting
to accept the next measurement point information (at steps
S1601 to S1603). In this case, the controller 63 displays the
first measurement marker indicating the first measurement
point S, at, for example, the position of the bile duct-to-
pancreatic duct joint image fg on the 3D designated tomo-
graphic image W while superimposing the first measurement
marker on the bile duct-to-pancreatic duct joint image fg. If
the operator does not operate the input device 52 to input the
next measurement point information, then the controller 63
does not accept the next measurement point information
(“No” at step S1604) but maintains this standby state.

Ifthe operator operates the input device 52 to input the next
measurement information for designating a measurement
point at the next desired position, similarly to the instance of
the measurement point S, the controller 63 accepts the input
of the next measurement point information (“Yes” at step
S1604). In addition, the controller 63 performs the same
processing as that at steps S1105 to S1108. Namely, the
controller 63 sets the measurement point S, based on this next
measurement point information as the second measurement
position, and displays a second measurement marker indicat-
ing the measurement position S, at this another desired posi-
tion. Further, the controller 63 operates and outputs the seg-
ment (S,S,) that connects the measurement points S, to S,
and displays an auxiliary line indicating the segment (S,S,)
thus obtained on the monitor screen (at steps S1605 to
S1608). In this case, the controller 63 displays the second
measurement marker indicating measurement point S, at the
position of the tumor tomographic image h on the 3D desig-
nated tomographic image W, which position is designated as
this another desired position, and displays the auxiliary line
indicating the segment (S,S,) on the 3D designated tomo-
graphic image W while superimposing the auxiliary line on
the 3D designated tomographic image W.

The distance measurement unit 635 performs the same
processing as that at steps S1109 and S1110. Namely, the
distance measurement unit 635 operates and outputs the mea-
surement point distance based on the measurement points S,
and S, set by the controller 63. In addition, as shown in FIG.
55, the distance measurement unit 635 converts the obtained
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measurement point distance into a value in a desired unit as a
measurement result, and displays the measurement result on
the monitor 9 (at steps S1609 and 1610). Thereafter, if the
operator operates the input device 52 to input indication infor-
mation on a printout indication for printing out the measure-
ment result of the measurement point distance onto a paper or
the like, the controller 63 accepts a printout indication base on
this indication information (“Yes” at step S1611). In addition,
the controller 63 performs the same processing as that at step
S1112 to control the printer 53 to output the measurement
result of the measurement point distance (at step S1612). If
the operator does not operate the input device 52 to input the
printout indication information, the controller 63 does not
accept the printout indication (“No” at step S1611). That is,
the controller 63 completes this measurement point distance
measurement processing without controlling the printer 53 to
output the measurement result of the measurement point dis-
tance. As a consequence, the operator can easily locate the
tumor tomographic image h as the region of interest, accu-
rately measure the distance between the bile duct-to-pancre-
atic duct joint image fg that is the characteristic site and the
tumor tomographic image h, and thereby efficiently performs
an ultrasonic diagnosis on the subject.

Further, while the operator operates the input device 52 to
move the cursor K on the screen to a desired position on the
2D ultrasonic tomographic image G,,,, the controller 63
regards the position of the cursor K as the virtual measure-
ment point S,, operates a length of the segment (S,S,), and
displays the measurement result on the monitor 9. If so, the
operator can recognize the distance between the measure-
ment points S, and S, at real time.

If the operator operates the input device 52 to input indi-
cation information for indicating deletion of the first marker,
the second marker, the auxiliary line, the first measurement
marker, the second measurement marker, or the 2D ultrasonic
tomographic image from the monitor screen, then the con-
troller 63 may control the monitor 9 to delete the first marker,
the second marker, the auxiliary line, the first measurement
marker, the second measurement marker, or the 2D ultrasonic
tomographic image in response to an indication based on this
indication information. If the operator operates the input
device 52 to input indication information for indicating re-
display of the first marker, the second marker, the auxiliary
line, the first measurement marker, the second measurement
marker, or the 2D ultrasonic tomographic image on the moni-
tor screen, the controller 63 may control the monitor 9 to
re-display the first marker, the second marker, the auxiliary
line, the first measurement marker, the second measurement
marker, or the 2D ultrasonic tomographic image in response
to an indication based on this indication information. If the
operator operates the input device 52 to input switchover
indication information for indicating switching of the 2D
ultrasonic tomographic image displayed on the same monitor
screen as the 3D reference tomographic image or the 3D
designated tomographic image to another 2D ultrasonic
tomographic image, the controller 63 may control the monitor
9 to switch the 2D ultrasonic tomographic image displayed on
the monitor screen to another 2D ultrasonic tomographic
image in response to an indication based on this indication
information.

In the sixth embodiment of the present invention, the
instance of setting the two measurement points at the respec-
tive desired positions on the 3D designated tomographic
image is explained. However, the present invention is not
limited to this instance. The two measurement points may be
set at respective desired positions on the 3D reference tomo-
graphic image, and operate and output the measurement point



US 7,798,966 B2

63

distance for the two measurement points. The two measure-
ment points may be set at respective desired positions on the
2D ultrasonic tomographic image, and operate and output the
measurement point distance for the two measurement points.

According to the sixth embodiment of the present inven-
tion, the ultrasonic diagnostic apparatus constituted as fol-
lows can be realized. That is, the 3D image data 1s generated
using a plurality of pieces of 2D image data associated with
the respective pieces of position data on the moving path or
moving direction of the probe 2 which performs the 3D scan.
If the designated point information for designating the two
designated points on the desired 2D ultrasonic tomographic
image is input, the designated points corresponding to the
designated point information are set on each 2D image data
corresponding to the 2D ultrasonic tomographic image. The
reference cut plane including these two designated point and
the rotation axis of the reference cut plane that passes through
the two designated points are operated and output. Based on
this 3D image data and the reference cut plane, the 3D refer-
ence tomographic image on the reference cut plane is dis-
played on the monitor screen. Further, if the angle informa-
tion on the desired rotation angle of the reference cut plane is
input, the designated cut plane obtained by rotating this ref-
erence cut plane by the angle corresponding to the angle
information is operated and output. Thereafter, based on this
3D image data and the designated point information, the 3D
designated tomographic image on the designated cut plane is
displayed on the monitor screen. Furthermore, if the two
measurement points are designated at the respective desired
positions on the 3D reference tomographic image or the 3D
designated tomographic image displayed on the monitor
screen, the measurement point distance that is the Euclidean
distance between the two measurement points is operated and
output based on the respective pieces of coordinate informa-
tion corresponding to the desired positions. Therefore, the
tomographic image of the region of interest such as the char-
acteristic site in the living body, e.g., the bile duct-to-pancre-
atic duct joint or the affected side, e.g., the tumor can be easily
displayed on and output to the one monitor screen. In addi-
tion, the length of the region of interest can be accurately
measured.

The operator can easily locate the tomographic image of
the region of interest, accurately grasp the size, the length, or
the positional relationship in the living body of the located
region of interest using the ultrasonic diagnostic apparatus.
The in vivo ultrasonic diagnosis can be thereby carried out
efficiently. Accordingly, if the operator appropriately selects
the 3D designated tomographic image and the measurement
points, then the operator can acquire more accurately and
more objectively information as to ata position of how distant
(in millimeters) from the bile duct-to-pancreatic duct joint the
affected site is present, by what length (in millimeters) the
affected site spreads along a blood vessel such as the bile duct
or the pancreatic duct, or how a largest diameter (in millime-
ters) of the affected site is. The ultrasonic diagnostic appara-
tus is thus useful for determination of a surgical operation
plan or a cutting range before a surgical operation. Besides,
the operator can determine more accurately and more objec-
tively a treatment effect of an anticancer agent, a radiation
therapy, or the like on the affected site with the passage of
time.

A seventh embodiment of the present invention is
explained in detail. In the sixth embodiment, if the two mea-
surement points are designated on the respective desired posi-
tions on the desired tomographic image, the measurement
points are set at the coordinates corresponding to the desired
positions. In addition, the measurement point distance for the
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two measurement points is operated and output. In the sev-
enth embodiment, an ultrasonic diagnostic apparatus is con-
stituted so that if at least three measurement points are des-
ignated at respective desired positions on a desired
tomographic image, then the measurement points are set at
coordinates corresponding to the desired positions, and so
that a length such as a peripheral length of a measurement
range determined by the at least three measurement points is
operated and output.

FIG. 56 is a block diagram that depicts schematic configu-
ration of the ultrasonic diagnostic apparatus according to the
seventh embodiment of the present invention. The ultrasonic
diagnostic apparatus 71 shown in FIG. 56 is constituted as
follows, as compared with the ultrasonic diagnostic apparatus
61 according to the sixth embodiment. An image processor 72
is provided instead of the image processor 62. The image
processor 72 includes a controller 73 instead of the controller
63. The controller 73 additionally includes a peripheral length
operation unit 73a. The controller 73 is realized by a ROM
that stores various types of data such as a processing program,
a RAM that stores each operation parameter, a CPU that
executes the processing program stored in the ROM, and the
like, substantially similarly to the controller 63. The other
constituent elements of the ultrasonic diagnostic apparatus 71
are equal to those of the ultrasonic diagnostic apparatus 61
according to the sixth embodiment. Like constituent elements
as those according to the sixth embodiment are denoted by
like reference symbol, respectively.

FIG. 57 is a flowchart showing respective processing steps
executed since the controller 73 displays a band-shaped or
stereoscopic 3D longitudinal image on the screen of the
monitor 9, generates 3D image data using n pieces of 2D
image data on the spatial coordinate system xyz, and sets at
least three measurement points on 3D reference tomographic
image data or 3D designated tomographic image data gener-
ated based on this 3D image data until measuring a peripheral
length of a measurement range surrounded by the at least
three measurement points. Referring to FIG. 57, if the ultra-
sonic observation device 5 generates 2D image data based on
the echo signal and the position data calculator 7 calculates
position data on a position at which this echo signal is
obtained, the controller 73 executes the respective processing
steps S1701 to S1707 similarly to steps S1201 to S1207.

Thereafter, the operator observes the 3D reference tomo-
graphic image or the 3D designated tomographic image dis-
played on the screen of the monitor 9 and checks whether a
desired region of interest is displayed on the screen of the
monitor 9. If confirming that the desired region of interest is
displayed on the screen of the monitor 9, the operator operates
the input device 52 to perform an operation for inputting
measurement point information on measurement points des-
ignated on each tomographic image displayed on the monitor
screen to the controller 73 without performing an operation
for inputting the angle information to the controller 73. In this
case, the controller 73 does not accept the angle information
("“No” at step S1706) but accepts the measurement point
information (“Yes” at step S1708). The controller 73 then sets
at least three measurement points on the 3D reference tomo-
graphic image data or the 3D designated tomographic image
data, and operates and outputs the peripheral length of the
measurement range surrounded by the at least three measure-
ment points. In addition, the controller 73 displays and out-
puts or prints out an operation result obtained as a measure-
ment result of the peripheral length (at step $1709). Details of
a processing performed since the measurement points are set
on the 3D reference tomographic image or the 3D designated
tomographic image until the measurement result of the
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peripheral length is displayed and output or printed out (a
peripheral length measurement processing)is explained later.

Ifthe operator does not operate the input device 52 to input
the angle information and the measurement point informa-
tion, then the controller 73 does not accept the angle infor-
mation (“No” at step S1706), does not accept the measure-
ment point information (“No” at step S1708), but repeatedly
executes the processing step S1706 and the following. In this
case, the controller 73 controls the monitor 9 to maintain a
state in which the 3D reference tomographic image or 3D
designated tomographic image is displayed on the monitor
screen until the controller 73 accepts the angle information or
the measurement point information input by the operator’s
input operation.

Respective processing steps executed until the controller
73 completes the peripheral length measurement processing
at step S1709 is explained in detail. FIG. 58 is a flowchart
showing the respective processing steps executed until the
controller 73 completes the peripheral length measurement
processing related to the peripheral length of the measure-
ment range designated on the 3D reference tomographic
image or the 3D designated tomographic image in detail. FIG.
59 depicts an example of the display of the monitor 9 if the
controller 73 sets a predetermined number of, for example,
five measurement points on the 3D designated tomographic
image W on which the tumor tomographic image h that is the
tomographic image of the region of interest is displayed, and
measures the peripheral length of the measurement range
surrounded by the five measurement points.

Referring to FIGS. 58 and 59, if the operator operates the
input device 52, e.g., the moue, to move the cursor displayed
on the screen of the monitor 9 to a desired position on the 3D
reference tomographic image or the 3D designated tomo-
graphic image, to designate the desired position, and to input
measurement point information corresponding to the desired
position, then the controller 73 accepts this measurement
point information, and performs the same processing as that
at steps S1601 to S1603. Specifically, the controller 73 sets
the measurement point S; based on this measurement point
information as an initial measurement point, displays the first
measurement marker indicating the measurement point S, at
this desired position, and turns into a standby state of waiting
10 accept the next measurement point information (at steps
S1801 to S1803). As shown in FIG. 59, for example, the
controller 73 displays the first measurement marker indicat-
ing the measurement point S, at a position, designated as the
desired position, near a boundary between the tumor tomo-
graphic image h and the pancreatic duct tomographic image
on the 3D designated tomographic image while superimpos-
ing the first measurement marker on the 3D designated tomo-
graphic image W. If the operator does not operate the input
device 52 to input the next measurement point information,
then the controller 73 does not accept the next measurement
point information (“No” at step S1804) but maintains this
standby state.

Ifthe operator operates the input device 52 to input the next
measurement position information for designating the mea-
surement position at another desired position, then the con-
troller 73 accepts the input next measurement point informa-
tion (“Yes™ at step S1804), and performs the same processing
as that at steps S1605 to S1608. Specifically, the controller 73
sets the measurement point S, based on this next measure-
ment point information as the second measurement point, and
displays the second measurement marker indicating the mea-
surement point S, at this another desired position. Further, the
controller 73 operates and outputs the segment (S,S,) that
connects the measurement point S, and S, to each other, and
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displays an auxiliary line indicating the obtained segment
(5,S,) on the monitor screen (at steps S1805 to S1808). As
shown in FIG. 59, for example, the controller 73 displays the
second measurement marker indicating the measurement
position S, at the position, designated as this another desired
position, near surroundings of the tumor tomographic image
h on the 3D designated tomographic image W while super-
imposing the second measurement marker on the image W. In
addition, the controller 73 displays the auxiliary line indicat-
ing the segment (S, S,) on the monitor screen while superim-
posing the auxiliary line on the 3D designated tomographic
image W. The controller 73 then turns into a standby state of
waiting to accept the next measurement point information (at
step S1809).

Ifthe operator operates the input device 52 to input the next
measurement point information, then the controller 73
accepts this next measurement point information (“Yes” at
step S1810), and repeatedly executes the processing step
S1805 and the following. Namely, the controller 73 repeat-
edly executes the processing steps S1805 to S1809 for each of
pieces of measurement point information successively input
by operator’s input operation. As a result, the controller 73
sets measurement points according to the number of the times
of the operator’s input operation on the 3D reference tomo-
graphic image data or the 3D designated tomographic image
data. If performing the processing at step S1807, the control-
ler 73 operates and outputs a segment that connects a newly
set measurement point to the measurement point set just
before the new measurement point.

Ifthe operator operates the input device 52 to designate, for
example, the measurement point S, near the boundary
between the tumor tomographic image h and the pancreatic
duct tomographic image f, and to designate measurement
points S, to S5 to surround the tumor tomographic image h,
the controller 73 sets the measurement points S, to S5 on the
3D designated tomographic image data corresponding to the
respective operator’s designated positions. In addition, as
shown in FIG. 59, a first marker to a fifth marker correspond-
ing to the measurement positions S, to Sy, respectively, are
displayed on the monitor screen while superimposing the first
to the fifth markers on the 3D designated tomographic image
W 50 as to surround the tumor tomographic image h. If the
measurement point S, is newly set, the controller 73 operates
and outputs an auxiliary line corresponding to the segment
(8,S,) between the measurement point S, and the measure-
ment point S, set just before the measurement point S,. In
addition, the controller 73 displays the auxiliary line corre-
sponding to the segment (S,S,) on the monitor screen while
superimposing the auxiliary line on the 3D designated tomo-
graphic image W. If the measurement point S; is newly set,
the controller 73 operates and outputs a segment (S,S;)
between the measurement point S; and the measurement
point S, set just before the measurement point S, similarly to
the instance of the segment (S, S,). In addition, the controller
73 displays an auxiliary line corresponding to the segment
(8,8,) on the monitor screen while superimposing the auxil-
iary line on the 3D designated tomographic image W. If the
measurement point S, is newly set, the controller 73 operates
and outputs a segment (S;S,,) between the measurement point
S, and the measurement point S, set just before the measure-
ment point S,, similarly to the segment (S,S,). In addition,
the controller 73 displays an auxiliary line corresponding to
the segment (S;S,) on the monitor screen while superimpos-
ing the auxiliary line on the 3D designated tomographic
image W. If the measurement point S is newly set, the con-
troller 73 operates and outputs a segment (S,S;) between the
measurement point S5 and the measurement point S, set just
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before the measurement point Sy, similarly to the segment
(5,S,). Inaddition, the controller 73 displays an auxiliary line
corresponding to the segment (S,S;) on the monitor screen
while superimposing the auxiliary line on the 3D designated
tomographic image W.

Ifthe operator does not operate the input device 52 to input
the next measurement point information and to input indica-
tion information for indicating operation and output of the
peripheral length of the measurement range surrounded by
the at least three measurement points (peripheral length
operation indication information), then the controller 73 does
not accept the next measurement point information (“No” at
step S1810) and does not accept a peripheral length operation
indication corresponding to the peripheral length operation
indication information (“No” at step S1811). If so, the con-
troller 73 repeatedly executes the processing step S1809 and
the following.

On the other hand, if the operator operates the input device
52 to input the peripheral length operation indication infor-
mation without inputting the next measurement point infor-
mation, then the controller 72 does not accept the next mea-
surement point information (“No” at step S1810), but accepts
the peripheral length operation indication corresponding to
the peripheral length operation indication information (“Yes”
at step S1811). Thereafter, the controller 73 operates and
outputs a start-to-end point segment that connects the initial
measurement point set at step S1801 to a latest measurement
point set before the peripheral length operation indication is
accepted, that is, the last measurement point. In addition, the
controller 73 displays an auxiliary line corresponding to the
start-to-end point segment on the screen (at step S1812). For
example, if the five measurement points S, to S are succes-
sively input in all by the operator’s input operation, then the
controller 73 operates and outputs a segment (S,S;) that
connects the measurement point S, to the measurement point
Ss; and displays an auxiliary line corresponding to the
obtained segment (8, S5) on the screen.

The distance operation unit 635 then operates and outputs
Euclidean lengths between the respective pairs of measure-
ment points, i.e., a length of each segment obtained at step
S1807, and a length of the start-to-end point segment
obtained at step S1812 based on respective pieces of coordi-
nate information on the measurement points set by the opera-
tion unit 73. It is noted that the measurement points set by the
controller 73 on the 3D reference tomographic image data or
the 3D designated tomographic image data can be repre-
sented by position vectors on the spatial coordinate system
xyz, similarly to the measurement points set on the 3D lon-
gitudinal image data. This results from the fact that the 3D
reference tomographic image data or the 3D designated
tomographic image data is present on the spatial coordinate
system xyz. Accordingly, the distance operation unit 635 can
operate and output the length of each segment and that of the
start-to-end point segment using the vector components of the
position vectors of the respective measurement points typi-
cally represented by Equation (4) and (5) based on Equation
(6).

If the distance operation unit 635 operates and outputs the
length of each segment and that of the start-to-end point
segment, then the peripheral length operation unit 73a adds
up all the lengths of the respective segment and that of the
start-to-end point segment operated and output by the dis-
tance operation unit 635, and operates and outputs the periph-
eral length of the measurement range surrounded by the mea-
surement points set by the controller 73 (at step S1813). As
shown in FIG. 59, for example, if the controller 73 sets the
measurement points S; to S5 so as to surround the tumor
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tomographic image h, the peripheral length operation unit
73a adds up the length of the segment (S, S,), the length of the
segment (S,S,), the length of the segment (8,S,), the length
of the segment (S,S;), and the length of the start-to-end point
segment (S, S;) operated and output by the distance operation
unit 635. The peripheral length operation unit 73a thereby
operates and outputs the peripheral length of the measure-
ment range surrounded by the measurement points S, to Ss,
1.e., the peripheral length of the tumor tomographic image h.
Thereafter, the controller 73 converts the peripheral length
operated and output by the peripheral length operation unit
73a into a value in a desired unit, and displays the peripheral
length on the monitor 9 as a measurement result (at step
S1814).

If the controller 73 accepts the peripheral length operation
indication while setting only two measurement points, then
the distance operation unit 635 operates and outputs the
Euclidean distance between these two measurement poinis.
In addition, the peripheral length operation unit 73a operates
and output the Fuclidean distance operated and output by the
distance operation unit 635 as the peripheral length. In other
words, if the controller 73 accepts the peripheral length
operation indication while setting only two measurement
points, the distance operation unit 635 and the peripheral
length operation unit 73a operate and output a distance equal
to the measurement point distance.

If the operator operates the input device 52 to input indi-
cation information for indicating printout of this peripheral
length measurement result onto a paper or the like, the con-
troller 73 accepts a printout indication corresponding to the
indication information (“Yes” at step S1815). In addition, the
controller 73 performs the same processing as that at step
S1612 to control the printer 53 to output this peripheral length
measurement result (at step S1816). If the operator does not
operate the input device 52 to input the indication information
on this printout indication, the controller 73 does not accept
the printout indication (“No” at step S1815). That is, the
controller 73 completes this peripheral length measurement
processing without controlling the printer 53 to print out the
measurement result. If this peripheral length measurement
processing is completed, then the operator can accurately
measure the peripheral length of the tumor tomographic
image h located as the region of interest, and thereby highly
accurately estimate the size of the affected site such as the
tumor before a surgical operation.

In the seventh embodiment, the peripheral length of the
measurement range is measured based on the respective
pieces of coordinate information on the measurement points
set on the 3D designated tomographic image. However, the
present invention is not limited to this method. A way deter-
mined by these measurement points may be measured. FIG.
60 is a block diagram that depicts schematic configuration of
an ultrasonic diagnostic apparatus according to a modifica-
tion of'the seventh embodiment of the present invention. This
ultrasonic diagnostic apparatus 75 is constituted as follows,
as compared with the ultrasonic diagnostic apparatus 71
according to the seventh embodiment. An image processor 76
is provided instead of the image processor 72. The image
processor 76 includes a controller 77 instead of the controller
73. The controller 77 additionally includes a way operation
unit 77a. The controller 77 is realized by a ROM that stores
various types of data such as a processing program, a RAM
that stores each operation parameter, a CPU that executes the
processing program stored in the ROM, and the like, substan-
tially similarly to the controller 73. The other constituent
elements of the ultrasonic diagnostic apparatus 75 are equal
to those of the ultrasonic diagnostic apparatus 71 according to
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the seventh embodiment. Like constituent elements as those
according to the seventh embodiment are denoted by like
reference symbol, respectively.

If the controller 77 is to complete a processing for operat-
ing and outputting a way determined by the measurement
points set on the 3D designated tomographic image based on
the respective pieces of coordinate information on these mea-
surement points, and then displaying and outputting or print-
ing out an obtained way measurement result (a way measure-
ment processing), the controller 77 performs this way
measurement processing in place of the peripheral length
measurement processing (step S1709) among the respective
processing steps (steps S1701 to S1709) executed until com-
pleting the peripheral length measurement processing shown
in FIG. 57.

FIG. 61 is a flowchart that explains respective processing
steps executed until the controller 77 completes this way
measurement processing. FIG. 62 depicts an example of the
display of the monitor 9 if the controller 77 sets a desired
number of, e.g., five measuring points on the 3D designated
tomographic image W on which the tumor tomographic
image h that is the tomographic image of the region of interest
1s displayed, and measures the way determined by the five
measuring points. Referring to FIGS. 61 and 62, if the opera-
tor operates the input device 52, e.g., the mouse to move the
cursor displayed on the screen of the monitor 9 to each desired
position on the 3D reference tomographic image or the 3D
designated tomographic image, to successively designate the
desired positions, and to successively input pieces of mea-
surement point information corresponding to the respective
desired positions, the controller 77 performs the same pro-
cessing as that at steps S1801 to S1810. Specifically, the
controller 77 sets measurement points according to the num-
ber of times of operator’s input operation at the respective
desired positions on the 3D reference tomographic image
data or the 3D designated tomographic image data, and dis-
plays markers indicating the respective measurement points.
Thereafter, the controller 77 sequentially operates and out-
puts the segments that connect the set measurement points to
one another, and displays the auxiliary lines indicating the
respective segments (at steps S1901 to S1910).

Ifthe operator operates the input device 52 to designate the
measurement point S; on the pancreatic duct image fnear the
tumor tomographic image h, and to sequentially designate the
measurement points S, to S, toward the bile duct-to-pancre-
atic duct point image fg, the controller 77 sets the measure-
ment points S, to S; on the 3D designated tomographic image
data corresponding to the respective operator’s designated
positions. In addition, as shown in FIG. 62, the first to the fifth
measurement markers corresponding to the measurement
points S, to S, respectively, are displayed on the screen while
superimposing the first to the fifth markers on the 3D desig-
nated tomographic image W so as to form a series of polygo-
nal lines from the position on the pancreatic duct tomographic
image f near the tumor tomographic image h toward the
position on the bile duct-to-pancreatic duct joint image fg.
Further, similarly to the peripheral length measurement pro-
cessing, the controller 77 operates and outputs the segments
(5,8,), (8,55), (S;5,), and (S,S;), and displays the respective
auxiliary lines corresponding to the segments (S, S,), (S,S;),
(858,), and (S,S;) on the monitor screen while superimpos-
ing the auxiliary lines on the 3D designated tomographic
image W.

Ifthe operator does not operate the input device 52 to input
the next measurement point information and to input indica-
tion information for indicating operation and output of the
way determined by at least three measurement points (way
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operation indication information), then the controller 77 does
not accept the next measurement point information (“No” at
step $1910) and does not accept a way operation indication
corresponding to the way operation indication information
(“No” at step S1911). If so, the controller 77 turns into a
standby state of waiting to accept the measurement point
information (at step S1909), and then repeatedly executes the
processing step S1910 and the following.

On the other hand, if the operator operates the input device
52 to input the way operation indication information without
inputting the next measurement point information, then the
controller 77 does not accept the next measurement point
information (“No” at step S1910), but accepts the way opera-
tion indication corresponding to the way operation indication
information (“Yes” at step S1911). Thereafter, the distance
operation unit 635 operates and outputs Euclidean distances
between the respective pairs of measurement points, i.e., the
lengths of the respective segments obtained at step S1907 by
using each coordinate information of the plurality of mea-
surement points set by the control 77, similarly to step S1813.
If the controller 77 accepts the way operation indication, the
controller 77 does not perform an operation processing and a
display and output processing for the start-to-end point seg-
ment similar to the processing at step S1812. Accordingly, the
distance operation unit 635 does not operate and output the
length of the start-to-end point segment differently from step
S1813.

This way operation indication information is input by the
operator’s input operation, for example, when the operator
operates the mouse or the like to move the cursor K to an icon
“WAY™ corresponding to the way operation indication, and
click this icon “WAY™, that is, selects the icon “WAY™ as
shown in FIG. 62.

If the distance operation unit 635 operates and outputs the
lengths of the respective segments, the way operation unit 77a
adds up all the lengths of the segments operated and output by
the distance operation unit 635, and operates and outputs the
way determined by the measurement points set by the con-
troller 77 (at step S1912). As shown in FIG. 62, for example,
if the controller 77 sets the measurement points S, to S, so as
to form a series of polygonal lines from the position on the
pancreatic duct tomographic image f toward the position on
the bile duct-to-pancreatic duct joint image fg, then the way
operation unit 77a adds up all the lengths of the segments
(8,S,), (8,85), (85S,), and (8,S5) operated and output by the
distance operation unit 635. The way operation unit 77a
thereby operates and outputs the way determined by the mea-
surement points S, to S, i.e., the way within the pancreatic
duct from neighborhoods of the tumor tomographic image h
to the bile duct-to-pancreatic duct joint image fg. Thereafter,
the controller 77 converts the way operated and output by way
operation unit 77a into a value in a desired unit, and displays
the resultant value as the measurement result on the screen of
the monitor 9 (at step S1913).

If the controller 77 accepts the peripheral length operation
indication while setting only the two measurement points,
then the distance operation unit 635 operates and outputs the
Euclidean distance based on the two measurement points. In
addition, the way operation unit 77a operates and outputs the
Euclidean distance operated and output by the distance opera-
tion unit 635 as the way. Namely, the distance operation unit
63b and the way operation unit 77a operate and output the
same distance as the measurement point distance if the con-
troller 77 accepts the peripheral length indication while the
controller 77 sets only the two measurement points.

If the operator operates the input device 52 to input indi-
cation information for indicating printout of a way measure-
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ment result onto a paper or the like, the controller 77 accepts
a printout indication based on this indication information
(“Yes™ at step S1914). In addition, the controller 77 performs
the same processing as that at step S1816 to control the printer
53 to output this way measurement result (at step S1915). On
the other hand, if the operator does not the input device 52 to
input this printout indication information, the controller 77
does not accept the printout indication (“No” at step S1914).
In other words, the controller 77 completes the way measure-
ment processing without controlling the printer 53 to print out
the measurement result. If this way measurement processing
is completed, the operator can accurately measure, for
example, the way within the pancreatic duct from the tumor
tomographic image h located as the region of interest to the
bile duct-to-pancreatic duct joint image fg as shown in FIG.
62. The operator can thereby estimate an accurate positional
relationship or the like with respect to the affected site such as
the tumor within the living body.

If operating and outputting the Fuclidean distances
between the respective pairs of the image centers C,,
C,, ..., and C, of the n pieces of 2D image data D,
D, ...,and D, associated with the pieces of position data, the
controller 7 can calculate the way among the 2D image data
Dy, D,,...,and Dy, thatis, a moving path length of the probe
2 when the probe 2 performs an in vivo 3D scan. FIG. 63 is an
explanatory view of a processing performed by the controller
77 for calculating the moving path length of the probe 2
during the 3D scan. Referring to FIG. 63, the 2D image data
Dy, D,, ..., and D, are arranged on the spatial coordinate
system xyz, as explained. The position vectors r;, 1, . . ., and
r,, are set to the respective image centers C,, C,, ... and C,, as
explained. The position vectors r, t,, . . ., and r,, are vectors
that are present on the spatial coordinate system xyz. There-
fore, the distance operation unit 634 can operate and output
the Euclidean distances between the respective pairs of the
image centers C, C,, . . ., and C, by performing the same
processing as that at step S1912. The way operation unit 77a
can operate and output the way among the 2D image data D,
D,,...,and D,, that is, the moving path length of the probe
2.

In the seventh embodiment and the modification of the
seventh embodiment, the instance of performing the periph-
eral length measurement processing or the way measurement
processing using the respective pieces of coordinate informa-
tion on a plurality of measurement points designated at the
desired positions on the 3D designated tomographic image is
explained. However, the present invention is not limited to the
instance. The peripheral length measurement processing or
the way measurement processing can be performed using the
respective pieces of coordinate information on a plurality of
measurement points designated at the desired positions on the
3D reference tomographic image or the 2D ultrasonic tomo-
graphic image.

In the seventh embodiment and the modification of the
seventh embodiment, the operator uses the input device 52 to
set the measurement points on the 3D designated tomo-
graphic image, and the peripheral length of the measurement
range or the way determined by these measurement points is
measured based on the respective pieces of coordinate infor-
mation on the measurement points. However, the present
invention is not limited to this instance. The peripheral length
of the measurement range or the way determined based on a
drag path drawn by the drag operation using the input device
52 may be measured. FIG. 64 is a typical view illustrating an
operation performed by the controller 77 for measuring the
peripheral length of the measurement range or the way deter-
mined based on a drag path.
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As shown in FIG. 64, the operator operates the input device
52, e.g., the mouse, to designate the first measurement point
S, at the position near the boundary between the tumor tomo-
graphic image h and the pancreatic duct tomographic image f
displayed on the screen of the monitor 9. The operator then
performs a drag operation for moving the cursor K to a
desired direction so as to surround the tumor tomographic
image h while depressing the mouse button. In this example,
the controller 77 counts the number of pixels of tomographic
image data corresponding to the drag path drawn by this drag
operation while the operator is dragging the mouse. The con-
troller 77 then multiplies the count value obtained by this
count processing by an actual size of one pixel, thereby oper-
ating and outputting the way corresponding to this drag path.
Thereafter, the controller 77 converts the operated and output
way into a value in a predetermined unit, to display the result-
ant converted way on the screen of the monitor 9. At the same
time, the controller 77 displays a curve of the drag path by this
drag operation on the screen of the monitor 9 while superim-
posing the curve on the 3D designated tomographic image W.
The pixel of the tomographic image data is set as a square
having a length and a width equal to actual size. The size of
the tomographic image data per pixel is calculated by divid-
ing a lateral (or longitudinal) length of a region displayed on
the 2D ultrasonic tomographic image in the living body by the
number of pixels of the 2D ultrasonic tomographic image data
in the lateral direction (or longitudinal direction).

Further, a radius from the designated measurement point
S, is set to the controller 77 in advance. When the operator
moves the cursor K within this radius and stops depressing the
mouse button during this drag operation, the controller 77
connects this measurement point S, to a point at which the
operator stops depressing the mouse button. In this example,
the controller 77 automatically closes this drag path to form a
closed curve, and counts the number of pixels of the tomo-
graphic image data corresponding to the closed curve. The
controller 77 multiplies the count value obtained by this
counting processing with the actual size of the tomographic
image data per pixel, thereby operating and outputting a
peripheral length of the closed curve corresponding to this
drag path. Thereafter, similarly to the peripheral length mea-
surement processing, the controller 77 convetrts the operated
and output peripheral length into a value in the predetermined
unit, and displays the resultant converted value on the screen
of the monitor 9. At the same time, the controller 77 displays
the closed curve formed by this drag operation on the screen
of the monitor 9 while superimposing the closed curve on the
3D designated tomographic image W.

According to the seventh embodiment, the ultrasonic diag-
nostic apparatus is constituted as follows. The 3D reference
tomographic image or the 3D designated tomographic image
is displayed on the screen of the monitor 9 based on the 3D
image data generated using a plurality of pieces of 2D image
data associated with the pieces of position data on the moving
path or moving direction of the probe 2 which performs the
3Dscan. Ifat least three measurement points are designated at
the respective desired positions on the 3D reference tomo-
graphic image or the 3D designated tomographic image, the
peripheral length of the measurement range surrounded by
the at least three measurement points based on the respective
pieces of coordinate information corresponding to the desired
positions. Therefore, the ultrasonic diagnostic apparatus
which can easily display and output the tomographic images
of the region of interest such as the characteristic site in the
living body, e.g., the bile duct-to-pancreatic duct joint or the
affected site, e.g. the tumor on one monitor screen, and which
can accurately measure the peripheral length of this region of
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interest can be realized. If the operator uses this ultrasonic
diagnostic apparatus, the operator can easily locate the tomo-
graphic image of this region of interest, accurately grasp the
peripheral length of the region of interest thus located, and
highly accurately estimate the magnitude of the region of
interest before a surgical operation.

Accordingly, if the operator appropriately selects the 3D
designated longitudinal image on which the pancreatic duct
and the bile duct are displayed simultaneously, the operator
can acquire more accurately and more objectively informa-
tion as to at a position of how distant (in millimeters) from the
bile duct-to-pancreatic duct joint the affected site is present,
by what length (in millimeters) the affected site spreads along
a blood vessel such as the bile duct or the pancreatic duct, or
how a largest diameter (in millimeters) of the affected site is.
The ultrasonic diagnostic apparatus is thus useful for deter-
mination of a surgical operation plan or a cutting range before
a surgical operation.

According to the modification of the seventh embodiment,
the ultrasonic diagnostic apparatus is constituted as follows.
If at least three measurement points are designated at the
respective desired positions on the 3D reference tomographic
image or the 3D designated tomographic image displayed on
the screen of the monitor 9, the way determined by the at least
three measurement points is operated and output. Therefore,
the ultrasonic diagnostic apparatus which can accurately
measure the desired way in the living body toward the region
of interest such as the characteristic site or the affected site in
the living body can be realized. If the operator uses this
ultrasonic diagnostic apparatus, the operator can accurately
measure the way in the living body from, for example, the
characteristic site to the affected site, accurately grasp the
positional relationship between the desired regions of interest
in the living body, and promptly and properly perform the in
vivo ultrasonic diagnosis. Accordingly, if the operator appro-
priately selects the 3D designated tomographic image and the
measurement points, the operator can acquire more accu-
rately and more objectively information as to, for example, at
a position of how distant (in millimeters) from the bile duct-
to-pancreatic duct joint the affected site is present or by what
length (in millimeters) the affected site spreads along a blood
vessel such as the bile duct or the pancreatic duct. The ultra-
sonic diagnostic apparatus is thus useful for determination of
a surgical operation plan or a cutting range before a surgical
operation.

Moreover, the ultrasonic diagnostic apparatus according to
the seventh embodiment is constituted to operate and output
the way among the respective image centers of a plurality of
pieces of 2D image data associated with the pieces of position
data on the moving path or moving direction of the probe
which performs the 3D scan. Therefore, even if the probe
performs the in vivo 3D scan as the probe moves in the living
body while being curved or twisted, the moving path of this
probe can be accurately measured.

An eighth embodiment of the present invention is
explained in detail. In the seventh embodiment, if at least
three measurement points are designated at the respective
desired positions on the desired tomographic image, the mea-
surement points are set at the respective coordinates corre-
sponding to the desired positions. In addition, the length such
as the peripheral length of the measurement range determined
by at least three measurement points is operated and output.
In the eighth embodiment, an area of the measurement range
determined by the at least three measurement points is oper-
ated and output.

FIG. 65 is a block diagram that depicts schematic configu-
ration of an ultrasonic diagnostic apparatus according to the
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eighth embodiment of the present invention. The ultrasonic
diagnostic apparatus 81 shown in FIG. 65 is constituted as
follows, as compared with the ultrasonic diagnostic apparatus
71 according to the seventh embodiment. An image processor
82 is provided instead of the image processor 72. The image
processor 82 includes a controller 83 instead of the controller
73. The controller 83 additionally includes an area operation
unit 83a. The controller 83 is realized by a ROM that stores
various types of data such as a processing program, a RAM
that stores each operation parameter, a CPU that executes the
processing program stored in the ROM, and the like, substan-
tially similarly to the controller 73. The other constituent
elements of the ultrasonic diagnostic apparatus 81 are equal
to those of the ultrasonic diagnostic apparatus 71 according to
the seventh embodiment. Like constituent elements as those
according to the seventh embodiment are denoted by like
reference symbol, respectively.

FIG. 66 is a flowchart showing respective processing steps
executed since the controller 83 displays a band-shaped or
stereoscopic 3D longitudinal image on the monitor 9, gener-
ates 3D image data using n pieces of 2D image data on the
spatial coordinate system xyz, and sets at least three measure-
ment points on 3D reference tomographic image data or 3D
designated tomographic image data generated based on this
3D image data until measuring an area of a measurement
range surrounded by the at least three measurement points.
Referring to FIG. 66, if the ultrasonic observation device 5
generates 2D image data based on the echo signal and the
position data calculator 7 calculates position data on a posi-
tion at which this echo signal is obtained, the controller 83
executes respective processing steps S2001 to S2007 simi-
larly to steps S1701 to S1707.

Thereafter, the operator observes the 3D reference tomo-
graphic image or the 3D designated tomographic image dis-
played on the screen of the monitor 9 and checks whether the
desired region of interest is displayed on the screen of the
monitor 9. If confirming that the desired region of interest is
displayed on the screen of the monitor 9, the operator operates
the input device 52 to perform an operation for inputting
measurement point information on measurement points des-
ignated on the tomographic image displayed on the monitor
screen to the controller 83 without performing an operation
for inputting the angle information to the controller 83. In this
case, the controller 83 does not accept the angle information
("“No” at step S2006) but accepts the measurement point
information (“Yes” at step S2008). The controller 83 then sets
at least three measurement points on the 3D reference tomo-
graphic image data or the 3D designated tomographic image
data using the measurement point information input by opera-
tor’s operating the input device 52. In addition, the controller
83 operates and outputs the area of the measurement range
surrounded by the three measurement points. Further, the
controller 83 displays and outputs or prints out an operation
result obtained as a measurement result of the area (at step
S2009). Details of a processing performed since the measure-
ment points are set on the 3D reference tomographic image
data or the 3D designated tomographic image data until the
measurement result of the area is displayed and output or
printed out (an area measurement processing) is explained
later.

If the operator does not operate the input device 52 to input
the angle information and the measurement point informa-
tion, then the controller 83 does not accept the angle infor-
mation (“No™ at step S2006), does not accept the measure-
ment point information (“No” at step S2008), but repeatedly
executes the processing step S2006 and the following. In this
case, the controller 83 controls the monitor 9 to maintain a
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state in which the 3D reference tomographic image or 3D
designated tomographic image is displayed on the monitor
screen until the controller 83 accepts the angle information or
the measurement point information input by the operator’s
input operation.

Respective processing steps executed until the controller
83 completes the area measurement processing at step S2009
is explained in detail. FIG. 67 is a flowchart showing the
respective processing steps executed until the controller 83
completes the area measurement processing related to the
area of the measurement range designated on the 3D refer-
ence tomographic image or the 3D designated tomographic
image in detail. FIG. 68 depicts an example of the display of
the monitor 9 ifthe controller 83 sets a predetermined number
of, for example, five measurement points on the 3D desig-
nated tomographic image W on which the tumor tomographic
image h that is the tomographic image of the region of interest
is displayed, and measures the area of the measurement range
surrounded by the five measurement points.

Referring to FIGS. 67 and 68, if the operator operates the
input device 52, e.g., the moue, to move the cursor displayed
on the screen of the monitor 9 to each desired position on the
3D reference tomographic image or the 3 designated tomo-
graphic image, to successively designate the desired posi-
tions, and to successively input measurement point informa-
tion corresponding to each desired point, the controller 83
performs the same processing as that at steps S1801 to S1810.
Specifically, the controller 83 sets measurement points
according to the number of times of the operator’s input
operation and displays markers indicating the measurement
positions at the desired positions on the 3D reference tomo-
graphic image data or the 3D designated tomographic image
data, respectively. The controller 83 then operates and outputs
segments that sequentially connect the measurement points
thus set, and displays auxiliary lines that indicate the respec-
tive segments (at steps S2101 to S2110).

Ifthe operator operates the input device 52 to designate the
measurement point S, at, for example, the position near the
boundary between the tumor tomographic image h and the
pancreatic duct tomographic image f, and designates the mea-
surement points S, to S5 so as to surround the tumor tomo-
graphic image h, the controller 83 sets the measurement
points S, to S, on the 3D designated tomographic image data
corresponding to the respective operator’s designated posi-
tions. Further, as shown in FIG. 68, the controller 83 displays
a first measurement marker to a fifth measurement marker
corresponding to the measurement points S, to S, respec-
tively, while superimposing the first to the fifth measurement
markers on the 3D designated tomographic image W. Simi-
larly to the instance of the peripheral length measurement
processing, the controller 83 operates and outputs the seg-
ments (S;S,), (S,5;), (S;5,). and (S,S5). In addition, the
controller 83 displays auxiliary lines corresponding to the
segments (S,S,), (S,5;), (S;8,), and (8,5;), respectively,
while superimposing the auxiliary lines on the 3D designated
tomographic image W.

Ifthe operator does not operate the input device 52 to input
the next measurement point information and to input indica-
tion information for operating and outputting the area of the
measurement range surrounded by at least three measurement
points (area operation indication information), then the con-
troller 83 does not accept the next measurement point infor-
mation (“No” at step S2110) and does not accept a peripheral
length operation indication corresponding to the peripheral
length operation indication information (“No” at step S2111).
If'so, the controller 83 repeatedly executes the processing step
S2109 and the following.
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On the other hand, if the operator operates the input device
52 to input the area operation indication information without
inputting the next measurement point information, then the
controller 82 does not accept the next measurement point
information (“No” at step S2110), but accepts the area opera-
tion indication corresponding to the area operation indication
information (“Yes” at step S2111). Thereafter, the controller
83 performs the same processing as that at step S1812.
Namely, the control unit 83 operates and outputs a start-to-
end point segment that connects the initial measurement point
set at step S2101 to the latest measurement point set before
the area operation indication is accepted, that is, the last
measurement point. In addition, the controller 83 displays an
auxiliary line corresponding to the start-to-end point segment
on the screen (at step S2112). For example, if the five mea-
surement points S, to S, are successively input in all by the
operator’s input operation, then the controller 83 operates and
outputs the segment (S,S;) that connects the measurement
point S, to the measurement point S; and displays an auxiliary
line corresponding to the obtained segment (S,S5) on the
screen at step S2112.

If the controller 83 accepts the area operation indication,
the area operation unit 83a operates and outputs the area of
the measurement range (polygon) surrounded by the at least
three measurement points set at steps S2101 to S2110 based
on the respective pieces of coordinate information on the at
least three measurement points (at step S2113). The control-
ler 83 coverts the area of the measurement range operated and
output by the area operation unit 83« into a value in a desired
unit as a measurement result, and displays the resultant value
on the screen of the monitor 9 (at step S2114). It is noted,
however, that, if this polygon is formed by at least four mea-
surement points, the controller 83 divides an interior of this
polygon to a plurality of triangles using three out of the at
least four measurement points. If so, the area operation unit
83a operates and outputs areas of the respective triangles
divided by the controller 83 based on the respective coordi-
nate information on the measurement points that form these
triangles. Further, the area operation unit 83a adds up all the
areas of the triangles thus obtained, thereby operating and
outputting an area of this polygon. Details of the processing
performed by the controller 83 for dividing the interior of the
polygon formed by the at least four measurement points into
a plurality of triangles is explained later.

It is noted that the measurement points set by the controller
83 on the 3D reference tomographic image data or the 3D
designated tomographic image data can be represented by
position vectors on the spatial coordinate system xyz, simi-
larly to the measurement points set on the 3D longitudinal
image data. This results from the fact that the 3D reference
tomographic image data or the 3D designated tomographic
image data is present on the spatial coordinate system xyz.
Accordingly, the area operation unit 83a can operate and
output the area of the measurement range surrounded by the
at least three measurement points using the vector compo-
nents of the position vectors of the respective measurement
points typically represented by Equation (4) and (5), and
based on a well-known area operation method such as a
formula and a cosine theorem for calculating the area of a
triangle or the Heron’s formula.

This area operation indication information is input by the
operator’s input operation, for example, when the operator
operates the mouse or the like to move the cursor K to an icon
“AREA” corresponding to the area operation indication, and
click this icon “ARE”, that is, selects the icon “AREA” as
shown in FIG. 68. Likewise, the peripheral length operation
indication information is input by the operator’s input opera-
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tion, for example, when the operator operates the mouse or
the like to move the cursor K to the icon “PERIPHERAL
LENGTH”, and clicks, that is, selects this icon “PERIPH-
ERAL LENGTH”. If this peripheral length operation indica-
tion information is input, the controller 83 may perform the
respective processings at step S1811 and the following.

If the operator then operates the input device 52 to input
indication information for printing out an area measurement
result onto a paper or the like, the controller 83 accepts a
printout indication based on this indication information
(“Yes™ at step S2115). In addition, the controller 83 performs
the same processing as that at step S1816 to control the printer
53 to output this area measurement result (at step S2116). On
the other hand, if'the operator does not the input device 52 to
input this printout indication information, the controller 83
does not accept the printout indication (“No” at step S2115).
In other words, the controller 83 completes the area measure-
ment processing without controlling the printer 53 to print out
the measurement result. If this area measurement processing
is completed, the operator can, for example, approximate the
area of the tumor tomographic image h located as the region
of interest to that of a desired polygon and measure the area as
shown in FIG. 68. The operator can thereby highly accurately
estimate a cross-sectional area or the like of the affected site
such as the tumor before a surgical operation.

The processing performed by the controller 83 for dividing
the interior of the polygon, that is formed by at least four
measurement points set on the 3D reference tomographic
image dataor the 3D designated tomographic image data, into
a plurality of triangles will next be explained. FIG. 69 is an
explanatory view of a state in which the controller 83 divides
a convex polygon into a plurality of triangles if the controller
83 sets the five measurement points S, to S., and the polygon
formed by the five measurement points S, to Sy is the convex
polygon. FIG. 70is an explanatory view of a state in which the
controller 83 divides polygon into a plurality of triangles if
the controller 83 sets the five measurement points S, to Ss,
and the polygon formed by the five measurement points S, to
S; is not a convex polygon (but is a concave polygon).

Ifthe controller 83 executes the respective processing steps
S2101 to S2112 to operate and output the at least four mea-
surement points and the segments that successively connect
wo of the four measurement points, a polygon having the at
least four measurement points as vertexes and the segments as
sides is formed. Thereafter, the controller 83 sets the initial
measurement point set at step S2101 as a reference point, and
successively selects two measurement points out of at least
three measurement points set at steps S2105 to S2110 in an
ascending order of setting time. The controller 83 succes-
sively generates triangles formed by this reference point and
the two points, and divides the polygon into the triangles thus
successively generated. In this example, the controller 83
constantly monitors whether an angle direction relative to the
reference point of each of the triangles successively gener-
ated, e.g., the angle direction in which the segment that con-
nects the reference point to the measurement point formed
earlier in order is rotated around the reference point as the
rotation center toward the segment that connects the reference
point to the measurement point formed later in order is a
predetermined direction (e.g., a positive direction). If the
angle direction is the predetermined direction, then the con-
troller 83 determines that this polygon is the convex polygon,
and successively generates triangles into which the polygon is
divided, with the initial measurement point set as each refer-
ence point.

As shown in FIG. 69, for example, if the controller 83 sets
the measurement points S, to S, and operates and outputs the
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segments (S;S,), (S,S;), (S5S,), and (S,S5), and the start-to-
end point segment (S,S;). a pentagon having the measure-
ment points S, to S as vertexes is formed. In this example, the
controller 83 generates triangles by the measurement points
S, to S, with the measurement point S,, which is the initial
measurement point, set as the reference point of each triangle.
In addition, the controller 83 monitors whether the angle
direction relative to the measurement point S, is positive or
negative.

Ifthe angle direction in which the segment (S, S,) is rotated
around the measurement point S; as the rotation center
through the interior of this polygon to the start-to-end point
segment (S,S;) is set as the positive direction, the controller
83 confirms that the angle direction relative to the measure-
ment point S; of the triangle formed by the measurement
points S, to S, is positive, and thereby determines that this
polygon is a convex polygon. Based on the confirmation, the
controller 83 sets a triangle SQ, formed by the measurement
points S, to S; as one of the triangles into which the polygon
is divided.

Thereafter, the controller 83 performs the same process-
ings to a triangle formed by the measurement points S, S,
and S, and a triangle formed by the measurement points S,
S,, and Sy similarly to the triangle SQ,, thereby setting a
triangle SQ, formed by the measurement points S, S5, and S,
and a triangle SQ; formed by the measurement points S,, S,
and S.. In this example, the controller 83 has set the triangle
which includes the reference point and the measurement
point last in the order, i.e., the measurement point S, so that
the controller 83 completes a triangle setting processing for
dividing the polygon into triangles. This polygon is thus
divided into the triangles SQ,, SQ,, and SQ; set by the con-
troller 83. Therefore, the area operation unit 83a operates and
outputs the areas of the triangles SQ,, SQ,, and SQ; based on
the vector components of the position vectors of the measure-
ment points S, to Ss, respectively. In addition, the area opera-
tion unit 83a adds up all the obtained areas, thereby operating
and outputting the area of this polygon.

On the other hand, if the angle direction relative to the
reference position of the triangles into which the polygon is
divided is not the predetermined direction, the controller 83
determines that this polygon is a concave polygon. In addi-
tion, the controller 83 updates the reference position to the
measurement position earlier in order and forming the tri-
angle based on which the controller 83 confirms that this
angle direction is not the predetermined direction, as a new
reference point. Thereafter, the controller 83 successively
selects the two measurement points later in order than this
new reference point, thereby successively forming triangles
into which the polygon is divided. It is noted, however, that if
the controller 83 updates the reference point once, the con-
troller 83 repeatedly performs the triangle setting processing
for dividing this polygon into triangles until generating the
triangle which includes, as vertexes, the present reference
point, the measurement point set as the reference point just
before the present reference point, and the measurement point
last in order. Further, ifthe controller 83 updates the reference
point a plurality of times, the controller 83 repeatedly per-
forms the triangle setting processing for dividing this polygon
into triangles until generating the triangle which includes, as
vertexes, the present reference point and the measurement
point set as the reference point just before the present refer-
ence point, and which includes this measurement point as a
measurement point later in order.

As shown in FIG. 70, for example, if the controller 83 sets
the measurement points S, to S5, and operates and outputs the
segments (S, S,), (S,S;). (S5S,), and (S,S;), and the start-to-
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end point segment (S;S;), a pentagon having the measure-
ment points S; to S; as vertexes is formed. In this case,
similarly to the convex polygon shown in FIG. 69, the con-
troller 83 generates triangles by the measurement points S, to
S;, with the measurement point S, which is the initial mea-
surement point, set as the reference point of each triangle. In
addition, the controller 83 monitors whether the angle direc-
tion relative to the measurement point S, is positive or nega-
tive. In this case, the controller 83 determines that the angle
direction relative to the measurement point S, of the triangle
formed by the measurement points S, to S; is positive. Based
on the determination, the controller 83 sets a triangle SQ,
formed by the measurement points S, to S; as one of the
triangles into which the polygon is divided.

The controller 83 then performs the same processing to a
triangle formed by the measurement points S, S;, and S,
similarly to the triangle SQ, . In this example, the controller
83 confirms that the angle direction relative to the measure-
ment position S; of the triangle formed by the measurement
points S, S5, and S, is not the positive direction. Based on the
confirmation, the controller 83 updates the reference point to
the measurement point S; which is the measurement point
earlier in order of this triangle as a new reference point. The
controller 83 then generates a triangle formed by the mea-
surement point S; as the reference point as well as the mea-
surement points S, and S which are later in order than the
measurement point S,. In addition, the controller 83 monitors
whether the angle direction relative to the measurement point
S, is the positive direction. In this example, the controller 83
confirms that the angle direction relative to the measurement
point S; of the triangle formed by the measurement point S, to
S; is the positive direction. Based on the confirmation, the
controller 83 sets a triangle SQ; formed by the measurement
points S; to S, as one of the triangles into which this polygon
is divided.

Thereafter, the controller 83 performs the same processing
to a triangle formed by the measurement points S5, S5, and S,
similarly to the triangle SQ,, thereby setting a triangle SQ,
formed by the measurement points S;, Ss, and S,. In this
example, the controller 83 has set the triangle which includes
the measurement point S, that is the present reference point,
the measurement point S, set as the reference point just before
the present reference point, and the measurement point S, that
is the last in the order, so that the controller 83 completes the
triangle setting processing for dividing this polygon into tri-
angles. This polygon is thus divided into the triangles SQ,,
SQs. and SQ set by the controller 83. Therefore, the area
operation unit 83« operates and outputs the areas of the tri-
angles SQ,, SQs, and SQ, based on the vector components of
the position vectors of the measurement points S, to S,
respectively. In addition, the area operation unit 83« adds up
all the obtained areas, thereby operating and outputting the
area of this polygon.

In the eighth embodiment of the present invention, the
instance of performing the area measurement processing
using coordinate information on a plurality of measurement
points designated at the respective desired positions on the 3D
designated tomographic image is explained. However, the
present invention is not limited to this instance. The area
measurement processing can be performed using coordinate
information on a plurality of measurement points designated
at the respective desired positions on the 3D reference tomo-
graphic image or the 2D ultrasonic tomographic image.

In the eighth embodiment, the operator uses the input
device 52 to set a plurality of measurement points on the 3D
designated tomographic image data, and measures the area of
the measurement range surrounded by these measurement
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points based on the respective pieces of coordinate informa-
tion on the measurement points. However, the present inven-
tion is not limited to this instance. The area of the measure-
ment range surrounded by the drag path drawn by the drag
operation using the input device 52 may be measured. FIG. 71
is a typical view illustrating an operation performed by the
controller 83 for measuring the area of the measurement
range surrounded by the drag path. FIG. 72 is a typical view
illustrating an example of a state in which the measurement
range surrounded by the drag path is composed by a polygon
formed by a plurality of pixels.

As shown in FIG. 71, the operator first operates the input
device 52, e.g., the mouse, to designate the first measurement
point S, at the position near the boundary between the tumor
tomographic image h and the pancreatic duct tomographic
image f displayed on the screen of the monitor 9. The operator
then performs a drag operation so as to surround the tumor
tomographic image h. A radius from the designated measure-
ment point S, is set to the controller 83 in advance. When the
operator moves the cursor K within this radius and stops
depressing the mouse button during this drag operation, the
controller 83 connects this measurement point S, to a point at
which the operator stops depressing the mouse button. In this
example, the controller 83 automatically closes this drag path
to forma closed curve. In addition, as shown in FIG. 72, based
on position information on pixels of tomographic image data
corresponding to this closed curve, the controller 83 gener-
ates a polygon composed by these pixels, and constitutes the
measurement range surrounded by the closed curve. There-
after, the controller 83 counts the total number of pixels
present in the measurement range constituted by this polygon.
The controller 83 multiplies the count value obtained by this
counting processing by an actual area of the measurement
range per pixel, thereby operating and outputting an area of
the measurement range surrounded by the closed curve. The
actual area of the measurement range per pixel can be
obtained by a square of the actual size of the measurement
range per pixel. Thereafter, similarly to the area measurement
processing, the controller 83 converts the operated and output
area into a value in a predetermined unit, and displays the
resultant converted value on the monitor 9. At the same time,
the controller 83 displays the measurement range surrounded
by the closed curve on the monitor 9 while superimposing the
measurement range on the 3D designated tomographic image
W.

According to the eighth embodiment, the ultrasonic diag-
nostic apparatus is constituted as follows. The 3D reference
tomographic image or the 3D designated tomographic image
is displayed on the screen of the monitor 9 based on the 3D
image data generated using a plurality of pieces of 2D image
data associated with the pieces of position data on the moving
path or moving direction of the probe 2 which performs the
3Dscan. Ifat least three measurement points are designated at
the respective desired positions on the 3D reference tomo-
graphic image or the 3D designated tomographic image, the
area of the measurement range surrounded by the at least
three measurement points is operated and output by approxi-
mating this area to that of a desired polygon based on the
respective pieces of coordinate information corresponding to
the desired positions. Therefore, the ultrasonic diagnostic
apparatus which can easily display and output the tomo-
graphic images of the region of interest such as the charac-
teristic site in the living body, e.g., the bile duct-to-pancreatic
duct joint or the affected site, e.g. the tumor on one monitor
screen, and which can highly accurately measure the area of
this region of interest can be realized. If the operator uses this
ultrasonic diagnostic apparatus, the operator can easily locate
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the tomographic image of this region of interest, highly accu-
rately grasp the area of the region of interest thus located, and
thereby highly accurately estimate the cross-sectional area or
the like of the affected site, e.g., the tumor, before a surgical
operation.

As a consequence, the operator can accurately grasp the
magnitude of the affected site before the surgical operation.
The ultrasonic diagnostic apparatus is therefore useful for
determination of a surgical operation plan or a cutting range.
Besides, the operator can determine more accurately and
more objectively a treatment effect of an anticancer agent,
radiation therapy, or the like on the affected site with the
passage of time. If the magnitude of the affected site is esti-
mated by measuring the area of the affected site, in particular,
an estimation result obtained is objective irrespectively of the
operator.

Moreover, since the area includes a dimension that is a
square of the distance, the area tends to be influenced by a
strain of the longitudinal image or tomographic image of the
subject. Namely, if the distance has a strain of 10% vertically
and horizontally as compared with the actual shape, the area
eventually includes a strain of about 20%. It is, therefore,
quite desirable to use the constitution of the ultrasonic diag-
nostic apparatus according to the eighth embodiment when
the area is to be measured.

A ninth embodiment of the present invention is explained
in detail. In the eighth embodiment, the ultrasonic diagnostic
apparatus constituted as follows. If at least three measure-
ment points are designated at the respective desired positions
on the desired tomographic image, then the measurement
points are set on the coordinates corresponding to the desired
positions, respectively, and the area of the measurement range
determined by the at least three measurement points is oper-
ated and output. In the ninth embodiment, an ultrasonic diag-
nostic apparatus is constituted as follows. A plurality of tomo-
graphic planes arranged in paralle] at predetermined interval
are set on 3D image data generated by interpolating respec-
tive adjacent pieces of 2D image data among a plurality of
pieces of 2D image data arranged on the spatial coordinate
system xyz. Thereafter, if at least three measurement points
are designated at respective desired positions on tomographic
images of the tomographic planes, a volume of a desired
region of interest is operated and output based on respective
pieces of coordinate information on the at least three mea-
surement points and a distance between the tomographic
images.

FIG. 73 is a block diagram that depicts schematic configu-
ration of the ultrasonic diagnostic apparatus according to the
ninth embodiment of the present invention. This ultrasonic
diagnostic apparatus 91 is constituted as follows, as com-
pared with the ultrasonic diagnostic apparatus 81 according
to the eighth embodiment. An image processor 92 is provided
instead of the image processor 82. The image processor 92
includes a controller 93 instead of the controller 83. The
controller 93 additionally includes a volume operation unit
93a. The controller 93 is realized by a ROM that stores
various types of data such as a processing program, a RAM
that stores each operation parameter, a CPU that executes the
processing program stored in the ROM, and the like, substan-
tially similarly to the controller 83. The other constituent
elements of the ultrasonic diagnostic apparatus 91 are equal
to those of the ultrasonic diagnostic apparatus 81 according to
the eighth embodiment. Like constituent elements as those
according to the eighth embodiment are denoted by like ref-
erence symbol, respectively.

FIG. 74 is a flowchart showing respective processing steps
executed since the controller 93 displays a band-shaped or
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stereoscopic 3D longitudinal image on the monitor 9, gener-
ates 3D image data using n pieces of 2D image data on the
spatial coordinate system xyz, then sets parallel tomographic
planes parallel to one another at predetermined intervals, and
displays parallel tomographic images of the respective paral-
lel tomographic planes thus set on the 3D image data until
measuring a volume of a measurement range determined by
the at least three measurement points if at least three mea-
surement points is designated on the displayed parallel tomo-
graphic planes. Referring to FIG. 74, if the ultrasonic obser-
vation device 5 generates 2D image data based on the echo
signal and the position data calculator 7 calculates position
data on a position at which this echo signal is obtained, the
controller 93 executes respective processing steps S2201 to
S2207 similarly to steps S2001 to S2007.

Thereafter, the operator observes the 3D reference tomo-
graphic image or the 3D designated tomographic image dis-
played on the screen of the monitor 9 and checks whether the
desired region of interest is displayed on the screen of the
monitor 9. If confirming that the desired region of interest is
displayed on the screen of the monitor 9, the operator operates
the input device 52 to perform an operation for inputting
tomographic plane interval information on intervals of the
respective parallel tomographic planes (tomographic plane
interval) to the controller 93 without performing an operation
forinputting the angle information to the controller 93. As for
this tomographic plane information, the operator operates the
input device 52 to input or select a numeric value correspond-
ing to a desired tomographic plane interval, thereby inputting
the tomographic plane interval information. In this case, the
controller 93 does not accept the angle information (“No” at
step S2206) but accepts the tomographic plane interval infor-
mation (“Yes” at step S2208). The controller 93 then sets
parallel tomographic planes at tomographic plane intervals
corresponding to this tomographic plane interval information
on the 3D image data. Further, the controller 93 generates
parallel tomographic image data on the respective parallel
tomographic planes thus set, and displays parallel tomo-
graphic images corresponding to the parallel tomographic
image data on the monitor 9 (at step S2209).

The controller 93 then sets at least three measurement
points on a desired parallel tomographic image using mea-
surement point information input by operator’s operating the
input device 52. The controller 93 operates and outputs a
volume of a measurement range surrounded by the at least
three measurement points, and displays and outputs or prints
out an obtained operation result as a measurement result of
the volume (at step S2210). Details of a processing performed
since the measurement points are set on the desired parallel
tomographic image data until the measurement result of the
volume is displayed and output or printed out (a volume
measurement processing) is explained later.

If the operator does not operate the input device 52 to input
the angle information and the tomographic plane interval
information, then the controller 93 does not accept the angle
information (“No” at step $2206), does not accept the tomo-
graphic plane interval information (“No” at step S2208), but
repeatedly executes the processing step S2206 and the fol-
lowing. Inthis case, the controller 93 controls the monitor 9 to
maintain a state in which the 3D reference tomographic
image or 3D designated tomographic image is displayed on
the monitor screen until the controller 93 accepts the angle
information or the tomographic plane interval information
input by the operator’s input operation.

Respective processing steps executed until the controller
93 completes the processing at step S2209 for setting parallel
tomographic planes at the tomographic plane intervals corre-
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sponding to the input tomographic plane interval information
on the 3D image data, and generates parallel tomographic
image data on the respective parallel tomographic planes thus
set, until displaying a parallel tomographic image corre-
sponding to the parallel tomographic image data (a parallel
tomographic image generation and output processing) is
explained in detail. FIG. 75 is a flowchart showing the respec-
tive processing steps executed until the controller 93 com-
pletes the parallel tomographic image generation and output
processing in detail. FIG. 76 is an explanatory view of a
processing for setting each parallel tomographic planes at the
tomographic plane interval € corresponding to the parallel
tomographic plane interval information to 3D image data
VD, arranged on the spatial coordinate system xyz until gen-
erating the parallel tomographic image data on the parallel
tomographic planes thus set.

Referring to FIGS. 75 and 76, if the operator operates the
input device 52 to input the tomographic plane interval infor-
mation, then the controller 93 accepts this tomographic plane
interval information, and sets the tomographic plane interval
€ corresponding to this tomographic plane interval informa-
tion as an interval between the two parallel tomographic
planes set on the 3D image data (at step S2301). The control-
ler 93 then reads 3D image data from the image data storage
unit 11, and sets a parallel tomographic plane group for which
the parallel tomographic planes are arranged at tomographic
plane intervals € on the 3D image data (at step S2302). Fur-
ther, the controller 93 generates parallel tomographic image
data for each parallel tomographic plane of the parallel tomo-
graphic plane group (at step S2303).

The 3D image data is stereoscopic image data generated by
interpolating respective adjacent pieces of data of the n pieces
of 2D image data obtained by the 3D scan. The 3D image data
is composed by voxels corresponding to position data on this
3D scan, and having positions and luminances on the spatial
coordinate system xyz. Therefore, if a desired parallel tomo-
graphic plane group is set on this 3D image data, the control-
ler 93 can generate parallel tomographic image data on the
respective parallel tomographic planes in this desired parallel
tomographic plane group.

For example, if setting each parallel tomographic planes,
which do not depend on an arrangement relationship of 2D
image data D, D,, . . ., and D,, each including the position
data on the 3D scan, for the 3D image data VD, on the spatial
coordinate system xyz generated by the 2D image data D,
D,, ..., and D, at the tomographic plane intervals €, the
controller 93 can generate the parallel tomographic image
data on each parallel tomographic pane. In this case, as shown
in FIG. 76, the controller 93 can generate 3D image data VD
including the parallel tomographic image data group in which
the respective pieces of parallel tomographic image data are
arranged at the tomographic plane intervals €, based on the 3D
image data VD, on the spatial coordinate system xyz and the
tomographic plane interval €.

Thereafter, the controller 93 stores the generated 3D image
data VD including the parallel tomographic image data group
in the image data storage unit 11. In addition, the controller 93
transmits one parallel tomographic image data in this parallel
tomographic image data group to the monitor 9 through the
display circuit 12, thereby displaying a parallel tomographic
image corresponding to this parallel tomographic image data
on the monitor 9 (at step S2304). Specifically, the controller
93 reads the parallel tomographic image data at a desired
position in this parallel tomographic image data group, e.g.,
leading parallel tomographic image data. In addition, the
controller 93 displays the parallel tomographic image corre-
sponding to the parallel tomographic image data on the moni-
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tor 9, or successively reads one parallel tomographic image
data from this parallel tomographic image data group based
on indication information successively input by the opera-
tor’s input operation and successively displays the parallel
tomographic image corresponding to the parallel tomo-
graphic image data on the monitor 9.

Respective processing steps executed until the controller
93 completes the volume measurement processing at step
S2210 will next be explained in detail. FIG. 77 is a flowchart
showing the respective processing steps executed until the
controller 93 completes the volume measurement processing
on the measurement range designated on the parallel tomo-
graphic image in detail. FIG. 78 depicts an example of display
of the monitor 9 if the controller 93 sets a desired number of,
e.g., nine measurement points on the parallel tomographic
image, on which the tumor tomographic image h that is the
tomographic image of the region of interest is displayed, and
measures the volume of the measurement range surrounded
by the nine measurement points. FIG. 79 depicts an example
of display of the monitor 9 if the controller 93 displays a
progress of the volume operation processing ona 3D image of
the region of interest that is a volume measurement target.

Referring to FIGS. 77 and 78, if the parallel tomographic
image group is generated on the 3D image data, the controller
93 initializes the volume of the measurement range already
stored in the storage unit 554, i.e., sets the volume at zero (at
step S2401), and turns into a standby state of waiting to accept
the measurement information (at step S2402). If the operator
then operates the input device 52, e.g., the mouse to move the
cursor displayed on the screen of the monitor 9 to move to
respective desired positions on the parallel tomographic
image, to successively designate the respective desired posi-
tions, and to successively input measurement point informa-
tion corresponding to the desired positions, the controller 93
performs a processing substantially equal to that at steps
S2101 to S2113. Specifically, the controller 93 operates and
outputs an area of a polygon formed by the designated mea-
surement points (at step S2404). For example, the controller
93 operates and outputs the volume of a polygon formed by
designated nine measurement points S, to Sy as shown in FIG.
78.

The volume operation unit 93a performs a multiplication
processing for multiplying the tomographic plane interval e
set at step S2209 by the area operated and output by the
processing at step S2404. In addition, the volume operation
unit 93a performs an addition processing for adding a value
operated and output by the multiplication processing and the
volume already stored in the storage unit 554 at this time
together. Further, the volume operation unit 934 sets a value
operated and output by the addition processing, that is, an
accumulated volume at a present volume (at step S2405). In
this case, the volume operation unit 93a operates and outputs
a volume of a region having the measurement range formed
by the measurement points designated on the parallel tomo-
graphic image set as a bottom, and having a thickness that is
an integer multiple of the tomographic plane interval e set at
step S2209. For example, as shown in FIG. 78, the volume
operation unit 93« operates and outputs the volume of the
region having the tumor tomographic image h in a range
surrounded by the measurement points S, to Sy as a bottom,
and having a thickness of the tomographic plane interval e.

Alternatively, the controller 93 may measure the area of the
measurement range surrounded by a drag path by a drag
operation using the input device 52, multiply the obtained
area by the tomographic plane interval €, and thereby operate
and output the volume of the region having this measurement
range as the bottom, and having the thickness of the tomo-
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graphic plane interval €. FIG. 80 is a typical view illustrating
anoperation performed by the controller 93 for measuring the
volume of the measurement range surrounded by the drag
path.

As shown in FIG. 80, the operator first operates the input
device 52, e.g., the mouse, to designate the first measurement
point S, at the position near the boundary between the tumor
tomographic image h and the pancreatic duct tomographic
image fdisplayed on the screen of the monitor 9. The operator
then performs the drag operation so as to surround the tumor
tomographic image h. A radius from the designated measure-
ment point S, is set to the controller 93 in advance. When the
operator moves the cursor K within this radius and stops
depressing the mouse button during this drag operation, the
controller 93 connects this measurement point S, to a point at
which the operator stops depressing the mouse button. In this
case, the controller 93 automatically closes this drag path to
forma closed curve. Inaddition, similarly to the measurement
of the area, based on position information on pixels of tomo-
graphic image data corresponding to this closed curve, the
controller 93 generates a polygon composed by these pixels,
and constitutes the measurement range surrounded by the
closed curve using the pixels. Thereafter, the controller 93
counts the total number of pixels present in the measurement
range constituted by this polygon. The controller 93 multi-
plies the count value obtained by this count processing by an
actual area of the measurement range per pixel, thereby oper-
ating and outputting an area of the measurement range sur-
rounded by the closed curve. Thereafter, the controller 93
multiplies the area thus operated and output by the tomo-
graphic plane interval €, thereby operating and outputting the
volume of the measurement region having this measurement
range as the bottom, and having the thickness of the tomo-
graphic plane interval e.

If the volume operation unit 93 operates and outputs the
present volume, the controller 93 stores this volume in the
storage unit 554. In addition, the controller 93 converts the
volume thus operated and output into a value in a desired unit,
to thereby display the resultant value on the monitor 9 as a
measurement result of the volume of the measurement range
formed by the measurement points designated on the parallel
tomographic image (at step $2406). If the operator then does
not operate the input device 52 to perform an input operation
for inputting measurement end indication information on an
end indication for this volume measurement processing, the
controller 93 repeatedly executes the processing step S2402
and the following.

Alternatively, at this step S2406, the controller 93 can
display this volume measurement result on the monitor 9,
display the 3D image of the region of interest that is the
volume measurement target on the same screen with the par-
allel tomographic image, and display a progress of the vol-
ume operation processing at step S2405 on this 3D image. A
function carried out until this 3D image is displayed will now
be explained.

The controller 93 locates the region of interest, e.g., the
tumor tomographic image h whenever the volume measure-
ment processing is performed at step S2404. The controller
93 then combines the region having the tumor tomographic
image h as a bottom, and having a thickness of an integer
multiple of the tomographic plane interval € set at step S2209,
with a region already extracted as a volume operation target
region, and constructs a 3D tumor image VD, of the com-
bined region. Further, as shown in FIG. 79, the controller 93
displays this 3D tumor image VD,, as a site the volume of
which is measured by the volume operation processing (a
volume measured site). The controller 93 then repeatedly
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executes steps S2404 to S2406 as is explained later, and
displays a new 3D tumor image VD, whenever the controller
93 locates the tumor tomographic image h. The controller 93
can thereby display the progress of the volume operation
processing at step S2405. As a consequence, the operator can
easily grasp a position at which the present volume operation
processing is performed for the measurement target region of
interest.

On the other hand, if the operator operates the input device
52 to input switchover indication information for switching
display of the parallel tomographic image displayed on the
screen without performing the measurement point informa-
tion input operation, the controller 93 does not accept the
measurement point information (“No™ at step S2403) but
accept a parallel tomographic image display switchover indi-
cation corresponding to this switchover indication informa-
tion (“Yes™ at step S2407). If so, the controller 93 reads
parallel tomographic image data corresponding to the display
switchover indication from the parallel tomographic image
data group stored in the image data storage unit 11 in response
to the display switchover indication. In addition, the control-
ler 93 transmits the parallel tomographic image data thus read
to the monitor 9 through the display circuit 12. Inthis case, the
update processing unit 554 displays a parallel tomographic
image corresponding to the parallel tomographic image data
thus read in place of the parallel tomographic image already
displayed on the screen of the monitor 9 (at step S2408).
Thereafter, the controller 93 repeatedly executes step S2402
and the following.

If the operator does not operate the input device 52 to
perform the input operation for inputting the measurement
point information and to perform the input operation for
inputting the indication information for switching the display
of the parallel tomographic image on the monitor 9, then the
controller 93 does not accept the measurement point infor-
mation (“No” at step S2403) and does not accept the parallel
tomographic image display switchover indication (“No” at
step S2407). If so, the controller 93 repeatedly executes the
processing step S2409 and the following.

On the other hand, if the operator operates the input device
52 to perform the input operation for inputting the measure-
ment end indication information on an end indication of this
volume measurement processing, the controller 93 accepts a
measurement processing end indication corresponding to this
measurement end indication information (“Yes” at step
S2409). Thereafter, if the operator operates the input device
52 to input indication information for indicating that this
volume measurement result is printed out onto a paper or the
like, the controller 93 accepts a printout indication based on
this indication information (“Yes” at step $2410). In addition,
the controller 93 performs the same processing as that at step
S2116 to control the printer 53 to output this volume mea-
surement result (at step S2411). If the operator does not
operate the input device 52 to input the indication information
on the printout indication, the controller 93 does not accept
the printout indication (“No” at step S2410). That is, the
controller 93 completes this volume measurement processing
without controlling the printer 53 to print out the measure-
ment result. If this volume measurement processing is com-
pleted, the operator can highly accurately measure the vol-
ume of the desired region of interest. As shown in FIGS. 78
and 79, for example, the operator can measure the volume of
the 3D tumor tomographic image VD, including the tumor
tomographic image h located as the region of interest. As a
result, the operator can accurately grasp the magnitude of the
affected site before a surgical operation, which is useful for
determination of an operation plan or a cutting range.
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Besides, the operator can determine more accurately and
more objectively a treatment effect of an anticancer agent,
radiation therapy, or the like on the affected site with the
passage of time. Since the volume is substantially propor-
tional to the number of cells of the affected site such as the
tumor, evaluation of the magnitude of the affected site by
measuring the volume is desirable for evaluation of a force of
a disease. If the magnitude of the affected site is estimated by
measuring the volume of the affected site, an estimation result
obtained is objective irrespectively of the operator.

Moreover, since the volume includes a dimension that is a
cube of the distance, the volume tends to be influenced by a
strain of the longitudinal image or tomographic image of the
subject. Namely, if the distance has a strain of 10% vertically
and horizontally as compared with the actual shape, the vol-
ume eventually includes a strain ofabout 30%. It is, therefore,
quite desirable to use the constitution of the ultrasonic diag-
nostic apparatus according to the ninth embodiment when the
volume is to be measured.

Inthe ninth embodiment, each parallel tomographic planes
which do not depend on the arrangement relationship of a
plurality of pieces of 2D image data associated with the
respective pieces of positiondata by the 3D scan are set on the
3D image data on the spatial coordinate system xyz at the
tomographic plane intervals. However, the present invention
is not limited to this instance. The parallel tomographic
planes parallel to desired 2D image data, 3D reference tomo-
graphic image data, or 3D designated tomographic image
data may be set on this 3D image data at the tomographic
plane intervals.

In the ninth embodiment, the ultrasonic diagnostic appa-
ratus is constituted as follows. The parallel tomographic
planes parallel to one another are set at predetermined tomo-
graphic plane intervals for the 3D image data generated using
a plurality of pieces of 2D image data associated with the
respective pieces of position data on the moving path or
moving direction of the probe 2 which performs the 3D scan.
The parallel tomographic images of the respective parallel
tomographic planes are successively displayed on the screen
of the monitor 9. If at least three measurement points are
designated at the respective desired positions on the parallel
tomographic image displayed on the screen of the monitor 9,
the volume of the region having the measurement range sur-
rounded by the at least three measurement points as the bot-
tom, and having the thickness of the tomographic plane inter-
val is operated and output based on the respective pieces of
coordinate information corresponding to the desired posi-
tions and the tomographic plane interval. Therefore, the ultra-
sonic diagnostic apparatus which can highly accurately mea-
sure the volume of the desired range of the region of interest
such as the characteristic site, e.g., the bile duct-to pancreatic
ductjoint or the affected site, e.g., the tumor in the living body
can be realized. If the operator uses this ultrasonic diagnostic
apparatus, the operator can highly accurately grasp the vol-
ume of this region of interest, easily grasp an occupation ratio
of this region of interest to the entire 3D image displayed and
output, and highly accurately grasp the volume of, or
example, the affected site such as the tumor before a surgical
operation.

As explained so far, according to the present invention, the
tomographic image acquisition unit transmits and receives
the ultrasonic wave by the ultrasonic transducer arranged on
the tip end of the probe, and acquires a plurality of two-
dimensional ultrasonic tomographic images for a subject in a
living body, the detection unit detects information indicating
the reference position of each of the two-dimensional ultra-
sonic tomographic images and the orientation of a tomo-
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graphic plane of the each two-dimensional ultrasonic tomo-
graphic image, and the image generation unit generates the
band-shaped longitudinal image including a curved plane
along the moving path of the ultrasonic transducer, based on
the reference position, the orientation of the tomographic
plane, and the each two-dimensional ultrasonic tomographic
image. Therefore, it is advantageously possible to realize the
ultrasonic diagnostic apparatus constituted as follows. Even
if the probe performs the 3D scan while being curved along
the shape of the interior of the living body or performs the 3D
scan while being twisted, depending on the operator’s opera-
tion such as the insertion or guiding, then the tomographic
image substantially equal in shape to the actual subject in the
living body can be easily acquired, and the tomographic
image that accurately grasps the shape and the like of the
desired region of interest such as the characteristic site or the
affected site, e.g., the tumor in the living body can be easily
displayed and output.

According to the present invention, based on a plurality of
pieces of 2D image data obtained by the 3D scan of the
ultrasonic transducer arranged on the tip end of the flexible
probe, and the position data corresponding to the moving path
or moving direction of the probe during the 3D scan, the 3D
image data that accurately traces the moving path is gener-
ated. Based on the 3D image data, the geometric value such as
the length, the peripheral length, the area, or the volume of the
desired measurement range is operated and output. There-
fore, it is advantageously possible to realize the ultrasonic
diagnostic apparatus constituted as follows. Even if the probe
is guided along the shape of the living body, the longitudinal
image or tomographic image substantially equal in shape to
the actual subject in the living body can be easily displayed
and output. In addition, the geometric value of the region of
interest such as the characteristic site or the affected site
displayed on this longitudinal image or tomographic image
can be accurately measured. Accordingly, the operator can
accurately grasp the shape, the size, or the position of the
affected site before a surgical operation, which is useful for
determination of a surgical operation plan or a cutting range.
Besides, the operator can determine more accurately and
more objectively a treatment effect of an anticancer agent,
radiation therapy, or the like on the affected site with the
passage of time.

Meanwhile, according to the conventional art disclosed in
Japanese Patent Application Laid-Open No. 7-155328, the
3D scan is performed on the subject by moving forward or
backward the small-diameter probe that is inserted into the
forceps channel of the endoscope by the exclusive driving
apparatus. Due to this, the opening of the ultrasonic trans-
ducer cannot be set larger than the inside diameter of the
forceps channel. As a result, the output of the transmitted or
received ultrasonic wave is restricted, and a penetration
degree of the ultrasonic wave, by which the ultrasonic wave is
penetrated toward a remote location, is lowered. An entire
image of a large tumor is not in the obtained 2D image data.
As aresult, it is disadvantageously impossible to measure the
geometric value of substantially a large tumor. According to
the present invention, by contrast, the ultrasonic diagnostic
apparatus is constituted so that a plurality of 2D ultrasonic
tomographic images are acquired by the ultrasonic probe
arranged on the tip end of the probe, and the three-dimen-
sional geometric value is then operated based on the orienta-
tion information which indicates the reference position of
each 2D ultrasonic tomographic image and the orientation of
the tomographic plane of the each 2D ultrasonic tomographic
image, and on each 2D ultrasonic tomographic image. It is,
therefore, advantageously possible to employ the ultrasonic
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transducer having a large opening, and thereby acquire a 2D
ultrasonic tomographic image having a high penetration
degree. As a result, it is advantageously possible to measure
the geometric value of substantially a large tumor.

Although the invention has been described with respect to

a specific embodiment for a complete and clear disclosure,
the appended claims are not to be thus limited but are to be
construed as embodying all modifications and alternative
constructions that may occur to one skilled in the art which
fairly fall within the basic teaching herein set forth.

What is claimed is:

1. An ultrasonic diagnostic apparatus comprising:

a tomographic image acquisition unit adapted to transmit
and receive an ultrasonic wave by an ultrasonic trans-
ducer arranged on a tip end of a probe, and acquire a
plurality of two-dimensional ultrasonic tomographic
images of a subject in a living body;

a detection unit adapted to detect information indicating a
reference position of each of the two-dimensional ultra-
sonic tomographic images and an orientation of a tomo-
graphic plane of each of the two-dimensional ultrasonic
tomographic images; and

an image generation unit adapted to generate a band-
shaped longitudinal image including a curved plane
along a moving path of the ultrasonic transducer, based
on the reference position, the orientation of the tomo-
graphic plane, and each of the two-dimensional ultra-
sonic tomographic images, and obtain relative coordi-
nates of the two-dimensional ultrasonic tomographic
images based on the reference position and the orienta-
tion of the tomographic planes, set straight lines that
vertically cut the two-dimensional ultrasonic tomo-
graphic images so that the straight lines are equal on the
relative coordinates, respectively, and generate a band-
shaped longitudinal plane obtained by interpolating the
respective straight lines as a band-shaped longitudinal
image at an absolute coordinate.

2. The ultrasonic diagnostic apparatus according to claim

1, further comprising:

a position designation unit adapted to designate positions
of the straight lines each indicating a longitudinal plane
position on the two-dimensional ultrasonic tomographic
images, respectively.

3. The ultrasonic diagnostic apparatus according to claim

2, wherein

the position designation unit is further adapted to designate
the positions at any one of prior to acquisition of the
two-dimensional ultrasonic tomographic images, during
acquisition of the two-dimensional ultrasonic tomo-
graphic images, and after acquisition of the two-dimen-
sional ultrasonic tomographic images.

4. The ultrasonic diagnostic apparatus according to claim

1, further comprising a three-dimensional longitudinal image
generation unit adapted to generate a three-dimensional lon-
gitudinal image including, as one surface, the band-shaped
longitudinal image.

5. The ultrasonic diagnostic apparatus according to claim

4, further comprising a display unit adapted to display at least
one of each of the two-dimensional ultrasonic tomographic
images, the band-shaped longitudinal image, and the three-
dimensional longitudinal image.

6. The ultrasonic diagnostic apparatus according to claim

5, further comprising;

a rotation indication unit adapted to transmit a rotation
indication of at least one of the band-shaped longitudinal
image and the three-dimensional longitudinal image
displayed by the display unit; and
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a display processing unit adapted to perform a display
processing for displaying the band-shaped longitudinal
image and the three-dimensional longitudinal image
corresponding to the rotation indication from the rota-
tion indication unit.

7. The ultrasonic diagnostic apparatus according to claim

5, wherein

the display unit simultaneously displays at least two of
each of the two-dimensional ultrasonic tomographic
images, the band-shaped longitudinal image, and the
three-dimensional longitudinal image.

8. The ultrasonic diagnostic apparatus according to claim

5, wherein

the display unit displays each of the two-dimensional ultra-
sonic tomographic images and the three-dimensional
longitudinal image, and

the image generation unit displays a straight line that indi-
cates a position of each of the two-dimensional ultra-
sonic tomographic images on the three-dimensional lon-
gitudinal image, displays a cut line that corresponds to a
position of a plane on which the band-shaped longitudi-
nal image is formed, on each of the two-dimensional
ultrasonic tomographic images, updates, if the cut line is
rotated, the band-shaped longitudinal image and the
three-dimensional longitudinal image including the
band-shaped longitudinal image according to rotation of
the cut line, and updates the straight line that indicates
the position of each of the two-dimensional ultrasonic
tomographic images to a straight line that corresponds to
a position of a different one of the two-dimensional
ultrasonic tomographic images on the three-dimen-
sional longitudinal image if each of the two-dimensional
ultrasonic tomographic image is switched to the differ-
ent two-dimensional ultrasonic tomographic image.

9. The ultrasonic diagnostic apparatus according to claim

1, wherein

the reference position is a position of the ultrasonic trans-
ducer, and the orientation of the tomographic plane is a
plane formed by a vector in a predetermined direction on
a tomographic plane of each of the two-dimensional
ultrasonic tomographic images with the reference posi-
tion set as a reference point, and by an outer product
between the vector in the predetermined direction and a
normal vector from the reference position set as the
reference point.

10. The ultrasonic diagnostic apparatus according to claim

9, wherein

each of the relative coordinates is a coordinate with the
reference position set as an origin, the vector in the
predetermined direction, the outer product, and the nor-
mal vector being set as three orthogonal axes of the each
relative coordinate.

11. The ultrasonic diagnostic apparatus according to claim

1, wherein

the detection unit detects the information indicating the
reference position of each of the two-dimensional ultra-
sonic tomographic images and the orientation of the
tomographic plane, based on a magnetic field generated
from a magnetic field generation source provided near
the tip end of the probe.

12. The ultrasonic diagnostic apparatus according to claim

1, wherein

the tomographic image acquisition unit successively
acquires the plurality of two-dimensional ultrasonic
tomographic images as the ultrasonic transducer is
guided along the moving path, and
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the image generation unit generates a band-shaped longi-
tudinal image that is successively extended using the
plurality of two-dimensional ultrasonic tomographic
images input successively from the tomographic image
acquisition unit.
13. An ultrasonic diagnostic apparatus comprising:
a tomographic image acquisition unit adapted to transmit
and receive an ultrasonic wave by an ultrasonic trans-
ducer arranged on a tip end of a probe, and acquire a
plurality of two-dimensional ultrasonic tomographic
images of a subject in a living body;
a detection unit adapted to detect arrangement information
indicating a reference position of each of the two-dimen-
sional ultrasonic tomographic images and an orientation
of a tomographic plane of each of the two-dimensional
ultrasonic tomographic images;
an image generation unit adapted to
generate a band-shaped longitudinal image including a
curved plane along a moving path of the ultrasonic
transducer, based on the reference position, the orien-
tation of the tomographic plane, and each of the two-
dimensional ultrasonic tomographic images,

obtain relative coordinates of the two-dimensional ultra-
sonic tomographic images based on the reference
position and the orientation of the tomographic
planes,

set straight lines that vertically cut the two-dimensional
ultrasonic tomographic images so that the straight
lines are equal on the relative coordinates, respec-
tively, and

generate a band-shaped longitudinal plane obtained by
interpolating the respective straight lines as a band-
shaped longitudinal image at an absolute coordinate;
and

an operation unitadapted to determine a geometric value of
the subject based on the arrangement information and
the each two-dimensional ultrasonic tomographic
image.

14. The ultrasonic diagnostic apparatus according to claim

13, further conmprising:

an image data processing unit adapted to arrange the two-
dimensional ultrasonic tomographic images at three-
dimensional spatial coordinates corresponding to a
moving path of the ultrasonic transducer, based on the
arrangement information and the two-dimensional
ultrasonic tomographic images, wherein

the operation unit determines a three-dimensional geomet-
ric value displayed on the three-dimensional spatial
coordinates at which the two-dimensional ultrasonic
tomographic images are arranged.

15. The ultrasonic diagnostic apparatus according to claim

14, wherein

the image data processing unit generates three-dimen-
sional image data on which the plurality of two-dimen-
sional ultrasonic tomographic images are arranged,
based on the plurality of two-dimensional ultrasonic
tomographic images arranged at the three-dimensional
spatial coordinates, and

the operation unit operates and outputs the three-dimen-
sional geometric value indicated by the three-dimen-
sional image data.

16. The ultrasonic diagnostic apparatus according to claim

14, wherein

the image data processing unit generates a band-shaped
longitudinal image including a curved plane along the
moving path of the ultrasonic transducer, based on the
reference position, the orientation of the tomographic
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plane, and the each two-dimensional ultrasonic tomo-
graphic image on the three-dimensional spatial coordi-
nate system, and

the operation unit determines a geometric value on the
band-shaped longitudinal image.

17. The ultrasonic diagnostic apparatus according to claim

16, wherein

the image data processing unit obtains relative coordinates
of each two-dimensional ultrasonic tomographic image
based on the reference position and the orientation of the
tomographic plane, sets straight lines that vertically cut
the two-dimensional ultrasonic tomographic images so
that the straight lines are equal at the relative coordi-
nates, respectively, and generate a band-shaped longitu-
dinal plane obtained by interpolating the respective
straight lines as a band-shaped longitudinal image at the
three-dimensional spatial coordinate.

18. The ultrasonic diagnostic apparatus according to claim

16, further comprising:

a rotation indication unit adapted to transmit a rotation
indication of the band-shaped longitudinal image; and

a display processing unit adapted to perform a display
processing for displaying the band-shaped longitudinal
image corresponding to the rotation indication from the
rotation indication unit.

19. The ultrasonic diagnostic apparatus according to claim
16, further comprising a three-dimensional longitudinal
image generation unit that generates a three-dimensional lon-
gitudinal image including, as one surface, the band-shaped
longitudinal image.

20. The ultrasonic diagnostic apparatus according to claim
19, further comprising:

a rotation indication unit adapted to transmit a rotation
indication to the three-dimensional longitudinal image,
and

a display processing unit adapted to perform a display
processing on the three-dimensional longitudinal image
to correspond to the rotation indication of the rotation
indication unit.

21. The ultrasonic diagnostic apparatus according to claim

19, further comprising:

a display unit adapted to simultaneously display at least
two ofthe each two-dimensional ultrasonic tomographic
image, the band-shaped longitudinal image, the three-
dimensional longitudinal image, and the two-dimen-
sional image of the cut plane.

22. The ultrasonic diagnostic apparatus according to claim

14, wherein

the image data processing unit generates a two-dimen-
sional image of a cut plane having an indicated and input
rotation angle with respect to a rotation reference plane
which passes through a rotation axis, for the rotation
reference plane, the rotation axis being a straight line
that passes through at least two indicated and input
points on the each two-dimensional ultrasonic tomo-
graphic image, and

the operation unit determines a geometric value on the
two-dimensional image of the cut plane.

23. The ultrasonic diagnostic apparatus according to claim

22, wherein

a unit rotation angle for forming the cut plane is preset to
the image data processing unit, and the image data pro-
cessing unit generates the two-dimensional image onthe
cut plane for every unit rotation angle in a predetermined
rotation direction from the rotation reference plane
based on the each two-dimensional ultrasonic tomo-
graphic image.
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24. The ultrasonic diagnostic apparatus according to claim
23, further comprising:
an input unit adapted to transmit an input indication for
inputting the unit rotation angle.
25. The ultrasonic diagnostic apparatus according to claim
14, wherein
the image data processing unit generates a plurality of'slice
images sliced equidistantly based on the three-dimen-
sional image data obtained by interpolating the plurality
of two-dimensional ultrasonic tomographic images, and
the operation unit determines a value obtained by integrat-
ing areas surrounded by figures indicated and input on
the plurality of slice images for the respective slice
images, as a volume.
26. The ultrasonic diagnostic apparatus according to claim
13, wherein
the operation unit determines at least one of a distance
between two indicated and input points, a path drawn by
an indicated and input figure, a length of a periphery
drawn by the indicated and input figure, an area sur-
rounded by the indicated and input figure, and a volume
surrounded by the indicated and input figure.
27. The ultrasonic diagnostic apparatus according to claim
26, wherein
the figure is a polygonal line, a polygon, or a stereoscopic
figure having the polygon as a bottom, the polygonal
line, the polygon, or the stereoscopic figure being
formed by a plurality of indicated and input points.
28. The ultrasonic diagnostic apparatus according to claim
26, wherein
the operation unit determines a sum of areas of triangles
formed by dividing the figure into the triangles, as the
area of the figure.
29. The ultrasonic diagnostic apparatus according to claim
26, wherein
one of the figure operated by the operation unit and the two
points is located on one of different band-shaped longi-
tudinal images, two-dimensional images on different cut
planes, and the different two-dimensional ultrasonic
tomographic images.
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30. The ultrasonic diagnostic apparatus according to claim
26, further comprising a display unit that displays various
images generated by at least the image data processing unit,
wherein

the display unit outputs at least the indicated and input two

points or the indicated and input figure, and a target
segment or a target region operated by the operation unit.

31. The ultrasonic diagnostic apparatus according to claim
13, further comprising a numeric value display unit that
numerically displays the geometric value operated by the
operation unit.

32. The ultrasonic diagnostic apparatus according to claim
13, further comprising a type indication unit adapted for
indicating a type of an operation for determining the geomet-
ric value.

33. The ultrasonic diagnostic apparatus according to claim
13, wherein

the reference position is a position of the ultrasonic trans-

ducer, and the orientation of the tomographic plane is a
plane formed by a vector in a predetermined direction on
a tomographic plane of each of the two-dimensional
ultrasonic tomographic image with the reference posi-
tion set as a reference point, and by an outer product
between the vector in the predetermined direction and a
normal vector from the reference position set as the
reference point.

34. The ultrasonic diagnostic apparatus according to claim
33, wherein

each of the relative coordinates is a coordinate with the

reference position set as an origin, the vector in the
predetermined direction, the outer product, and the nor-
mal vector being set as three orthogonal axes of the each
relative coordinate.

35. The ultrasonic diagnostic apparatus according to claim
13, wherein the detection unit detects the information indi-
cating the reference position of the each two-dimensional
ultrasonic tomographic image and the orientation of the
tomographic plane, based on a magnetic field generated from
a magnetic field generation source provided near the tip end
of the probe.
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