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67 ABSTRACT

A pre-acquired reference image, a currently picked-up ultra-
sonic image, and position information indicating a relation
between a position of the ultrasonic probe when the refer-
ence image was picked-up and a current position of the
ultrasonic probe are displayed on a display portion as
navigation information. Also, when the following diagnosis
image is to be acquired, probe movement information,
specifying a position or the like to which the ultrasonic
probe has to be moved, is displayed on the display portion
as the navigation information.

19 Claims, 8 Drawing Sheets

10
i
g a
12 ! 31 )
! B-MODE
| TRANSMISSION | o pROCESSING
: PORTION
PROBE » %
DOPPLER
= “ECUE;;‘ON PROCESSING
PORTION
[ 13
e
POSITION N
DETECTOR %~ DsC
2 | 21 7
oL IMAGE FUSING | ! [ DISPLAY
o PORTION PORTION
o~
o
MANIPU- [ {' NAVIGATION VOICE
LATION L) QuTRUT
LATION PROCESSOR PORTION
1 30 >
P 2
STORAGE
MEDIUM
..... l, _T K. A
NETWORK |_
32~| CONTROLLER GheoR. =3

NETWORK



U.S. Patent Jul. 11, 2006 Sheet 1 of 8 US 7,074,185 B2
10
S
o T n :
“)_ ! [TRANGMiSSION E-MODE :
- UNIT PROCESSING f- ;
! PORTION :
] ]
]
PROBE : 2 2 5
. DOPPLER !
1 RECEFTION Lt PROCESSING |- 5
' PORTION '
13 1 !
< | X '
POSITION | N ;
DETECTOR | | %~ DC |
! 14 i
o EX .
T TR IMAGE FUSING |} _[ DISPLAY
| ! PROGESSOR PORTION _ || PORTION
40 1 33 !
= o
MANIPU- | | X . [ NavigaTion | 1 | JOKE
PANEL | ! | PORTION
: 0|7
¢ ! 29
! ~ STORAGE | !
! MEDIUM | !
. { _____ T ___________________________ A
32~ CONTROLLER e

NETWORK



U.S. Patent Jul. 11, 2006 Sheet 2 of 8 US 7,074,185 B2

FIG. 2

113b

SCANNING PLANE

FIG. 3

START

J

SHIFT MODE AND DISPLAY | o/
IMAGE AND PROBE POSITION

\

POSITION ULTRASONIC PROBE |~ S1

ACQUIRE SCANIREFERENCE IMAGE | _ o
AND PROBE POSITION INFORMATION |~

S3
ANOTHER
REFERENCE IMAGE IS TO BE
ACQUIRED?

YES




U.S. Patent Jul. 11, 2006 Sheet 3 of 8 US 7,074,185 B2

FIG. 4

(2(}(2. y2,22)

P1(x1,y1,21)

41
28




U.S. Patent Jul. 11, 2006 Sheet 4 of 8 US 7,074,185 B2

FIG. 5
(staT)

Y

SELECT NAVIGATION INFORMATION/ | o,
SELECT AND DISPLAY REFERENCE IMAGE

]
POSITION ULTRASONIC PROBE [~ S5

AGREEMENT
WITH REFERENCE IMAGE 1S
JUDGED?

NO

RESET POSITION DETECTOR 57

hand

\
ACQUIRE SCAN/DIAGNOSIS IMAGE | _ oq
AND POSITION INFORMATION

Y

DISPLAY NEXT PROBE POSITION |~ S9

)

POSITION ULTRASONIC PROBE |~ S10
Sii

AGREEMENT
WITH REFERENCE IMAGE IS
JUDGED?

NO

ACQUIRE SCANDIAGNOSIS IMAGE | _ ¢4y
AND POSITION INFORMATION

S13

ANOTHEHR
DIAGNOSIS IMAGE IS TO BE
ACQUIRED?

YES




U.S. Patent Jul. 11, 2006 Sheet 5 of 8 US 7,074,185 B2

FIG. 6

(z(xa y2,22) \ ~ 28

44—
P1{x1,y1,21) f

41 /

- 42

)

\_ /

FiG. 7A

P/z(xz. y2,22)

44 4~
Pi{x1,y1,21) /

. —

e

W
S g
{

! VI N
[

U

4

/
(




U.S. Patent Jul. 11, 2006 Sheet 6 of 8 US 7,074,185 B2

~- 12

4} 120




U.S. Patent Jul. 11, 2006 Sheet 7 of 8

FIG. 8

US 7,074,185 B2

ACQUIRE IMAGES AND
GENERATE VOLUME DATA

~ S21

|

DISPLAY MPR IMAGE AND SET
REFERENCE CROSS-SECTION

l

CORRELATE ULTRASONIC IMAGE
WITH REFERENCE CROSS-SECTION

~ 523

,i

POSITION ULTRASONIC PROBE |~ S24

1

ACQUIRE REFERENCE CT IMAGE | _ S5
AND PROBE POSITION INFORMATION

| vEs ANOTHER

ACQUIRED?

S26
REFERENCE IMAGE IS TO BE



U.S. Patent Jul. 11, 2006 Sheet 8 of 8 US 7,074,185 B2

FIG. 9

ACQUIRE IMAGESAND | oo,
GENERATE VOLUME DATA

| YES

vﬁ

SET CROSS SECTIONBY | o,
3-D POSITION CALCULATION

]

SAVE REFERENCE IMAGE | _ ¢qq
AND POSITION INFORMATION

ANOTHER
REFERENCE IMAGE IS TOBE
ACQUIRED?



US 7,074,185 B2

1

ULTRASONIC DIAGNOSTIC APPARATUS,
ULTRASONIC PROBE AND NAVIGATION
METHOD FOR ACQUISITION OF
ULTRASONIC IMAGE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority from the prior Japanese Patent Application No.
2002-171367, filed Jun. 12, 2002, the entire contents of
which are incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an ultrasonic diagnosis
apparatus, an ultrasonic probe, and an ultrasonic imaging
assisting method for use in, for example, medical care.

2. Description of the Related Art

An ultrasonic imaging diagnosis apparatus displays a
tomographic image of tissue through a non-invasive exami-
nation method using ultrasound. The ultrasonic imaging
diagnosis apparatus is quite useful at clinics in that, for
example, beat pulsation of the heart or motions of a fetus can
be displayed in real time through a manipulation as simple
as placing an ultrasonic probe to the body surface. Also,
because no X-rays or the like are used, a screening can be
performed repetitively without concern for exposure. Fur-
ther, it can be moved to a bedside for a screening to be
conducted owing to its small system size in comparison with
other diagnosis equipment for X-ray imaging, CT imaging,
MRI, etc., and a further down-sized ultrasonic diagnosis
apparatus has been under development.

Incidentally, the use of medical equipment is limited to
specialized physicians or technicians due to a high skill and
expert knowledge needed for manipulations. However, tech-
nical advancement in recent years has been improving
medical equipment to the extent that it can be manipulated
by non-specialized or less experienced physicians or tech-
nicians. In particular, because of the foregoing characteris-
tics, the ultrasonic diagnosis apparatus is thought to be
manipulated by a patient for himself in remote medical care,
home medical care, etc. in the near feature.

However, in order to pick up a more suitable diagnosis
image with a conventional ultrasonic diagnosis apparatus,
the ability to read an ultrasonic image, the ability to see an
ultrasonic image anatomically, etc. are required. This not
only makes it difficult for non-specialized or less experi-
enced physicians or technicians or a patient to manipulate
the ultrasonic diagnosis apparatus, but also makes it almost
impossible to pick up a suitable diagnosis image.

BRIEF SUMMARY OF THE INVENTION

The invention was devised in view of the foregoing, and
therefore, has an object to provide an ultrasonic diagnosis
apparatus, an ultrasonic probe, and an ultrasonic imaging
assisting method that make manipulations easier and
adequate for non-specialized or less experienced physicians
or technicians, etc.

The invention may provide an ultrasonic diagnosis appa-
ratus, which includes: an ultrasonic probe that transmits
ultrasound to a subject based on a driving signal and receives
a reflection wave from the subject; a driving signal generator
that supplies the ultrasonic probe with the driving signal; an
image generator that generates a pick-up image based on the
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received reflection wave; a position detector that detects a
position of the ultrasonic probe; a memory that stores a
reference image acquired in past times and a reference
position specifying a position of the ultrasonic probe in
relation to the reference image; a navigation information
generating unit that generates navigation information used to
assist a manipulation of acquiring an ultrasonic image
identical or similar to the reference image, based on the
reference image, the reference position, the pick-up image,
and a position of the ultrasonic probe in an instant of
receiving ultrasound pertaining to the pick-up image; and an
output unit that outputs the navigation information.

Also, the invention may provide an ultrasonic probe
connected to an ultrasonic diagnosis apparatus and used to
transmit ultrasound to a subject and receive a reflection
wave from the subject. The ultrasonic probe includes a
display device that displays, under control of the ultrasonic
diagnosis apparatus, at least one of a direction in and a
distance over which the ultrasonic probe has to be moved to
acquire a desired ultrasonic image.

Further, the invention may provide an ultrasonic imaging
assisting method, which includes: generating a pick-up
image by scanning an interior of a subject with ultrasound
with the use of an ultrasonic probe; detecting a position of
the ultrasonic probe; generating navigation information used
to assist a manipulation of acquiring an ultrasonic image
identical or similar to a reference image acquired in past
times, based on the reference image, a reference position
specifying a position of the ultrasonic probe in relation to the
reference image, the pick-up image, and a position of the
ultrasonic probe in an instant of receiving ultrasound per-
taining to the pick-up image; and outputting the navigation
information.

Additional objects and advantages of the invention will be
set forth in the description which follows, and in part will be
obvious from the description, or may be learned by practice
of the invention. The objects and advantages of the invention
may be realized and obtained by means of the instrumen-
talities and combinations particularly pointed out hereinaf-
ter.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING

The accompanying drawings, which are incorporated in
and constitute a part of the specification, illustrate embodi-
ments of the invention, and together with the general
description given above and the detailed description of the
embodiments given below, serve to explain the principles of
the invention.

FIG. 1 is a block diagram schematically showing an
arrangement of an ultrasonic diagnosis apparatus according
to a first embodiment;

FIG. 2 is a view used to explain a method of specifying
a position and a posture of an ultrasonic probe by a position
detector and a position detection processor;

FIG. 3 is a flowchart detailing a flow when an experienced
technician or the like acquires a reference image to be used
as navigation information;

FIG. 4 is a view of a display screen on a display portion,
showing a currently picked-up ultrasonic image and a cur-
rent position of the ultrasonic probe;

FIG. 5 is a flowchart used to explain operations of a
navigation system according to the first embodiment;

FIG. 6 is a view showing a display mode of a reference
image on the display portion;
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FIG. 7A is a view showing one example of a display mode
of the navigation information;

FIG. 7B is a view showing current probe position and
posture and target probe position and posture in a represen-
tative manner;

FIG. 7C is a view showing an ultrasonic probe provided
with a display portion that displays probe movement infor-
mation;

FIG. 8 is a flowchart used to explain operations of a
navigation system according to a second embodiment; and

FIG. 9 is a flowchart used to explain operations of a
navigation system according to a third embodiment.

DETAILED DESCRIPTION OF THE
INVENTION

First through third embodiments of the invention will now
be explained with reference to the accompanying drawing.
Hereinafter, components having like functions and arrange-
ments are labeled with like reference numerals and the
explanation will not be repeated unless necessary.

First Embodiment

FIG. 1 is a block diagram schematically showing an
arrangement of an ultrasonic diagnosis apparatus 10 accord-
ing to a first embodiment. As shown in the drawing, the
ultrasonic diagnosis apparatus 10 comprises an ultrasonic
probe 12, a position detector 13, a position detection pro-
cessor 14, an ultrasonic transmission unit 21, an ultrasonic
reception unit 22, a B-mode processing portion 23, a Dop-
pler processing portion 24, a DSC (Digital Scanner Con-
verter) 25, an image fusing portion 26, a display portion 28,
a voice output portion 29, a storage medium 30, a network
circuit 31, a controller 32, a navigation processor 33, and a
manipulation panel 40.

The ultrasonic probe 12 includes a plurality of piezoelec-
tric transducers, which are in effect electro-acoustic revers-
ible transduction elements, such as piezoelectric ceramic.
The piezoelectric transducers are aligned in parallel and
installed at the tip of the ultrasonic probe 12. An arrange-
ment of the ultrasonic probe 12 will be described in detail
below.

The position detector 13 is installed inside the ultrasonic
probe 12 or fixed to the ultrasonic probe 12 with an
attachment or the like, and detects position information that
specifies the position and the posture (orientation) of the
ultrasonic probe 12. The position detector 13 is a sensor that
detects a position based on, for example, a magnetic field,
and it comprises at least two wired or wireless detectors to
acquire position information on at least two points of the
ultrasonic probe 12. More concretely, detectors known by
the trade name Fastrack of Polhemus, Inc., Flock of Birds of
Ascension Technology, Corp., etc. are available as the
position detector 13. The position information detected by
the position detector 13 is transmitted to the position detec-
tion processor 14 from time to time.

The position detection processor 14 specifies the position
and the posture of the ultrasonic probe 12 (that is, a tilt with
respect to a horizontal plane and a rotational angle about the
central axis of the ultrasonic probe 12) based on the position
information detected by the position detector 13. More
specifically, the position detection processor 14 specifies the
position and the posture of the ultrasonic probe 12 as
described below.

FIG. 2 is a view used to explain a method of specifying
the position and the posture of the ultrasonic probe 12 by the
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position detector 13 and the position detection processor 14.
As shown in the drawing, a position detector 13¢ and a
position detector 135 are installed inside the ultrasonic probe
12 at two points in a configuration so as not to align along
the central axis (an axis in a direction perpendicular to an
ultrasound radiation plane indicated by an arrow in FIG. 2)
of the ultrasonic probe 12.

The sensors 134 and 135 detect two points, a point P1 and
a point P2, respectively. The position information on the
point P1 and the point P2 is transmitted to the position
detection processor 14 from time to time. The position
detection processor 14 then detects the position of the
ultrasonic probe 12 from the positions of the point P1 and
the point P2, and detects the posture of the ultrasonic probe
12 from the relation between the point P1 and the point P2.
To be more specific, the position detection processor 14
specifies a rotational angle (to what extent the ultrasonic
probe 12 has rotated about the central axis) and a tilt (an
angle with respect to a horizontal plane) from an angle
between a straight line linking the centers of the position
detector 134 and the position detector 135 and the central
axis of the ultrasonic probe 12.

Although it is not shown in the drawing, the ultrasonic
transmission unit 21 comprises a trigger generator, a delay
circuit, and a pulsar circuit, and generates a pulsed driving
signal. By supplying the driving signal from the ultrasonic
transmission unit 21 to the ultrasonic probe 12, a focused
ultrasonic pulse is transmitted toward a subject. Ultrasound
thus transmitted is scattered by tissue inside the subject,
received at the ultrasonic probe 12 again as echo signals, and
taken into the ultrasonic reception unit 22.

Although it is not shown in the drawing, either, the
ultrasonic reception unit 22 includes a preamplifier, an
analog-to-digital converter, a reception delay circuit, and an
adder. Each echo signal taken into the ultrasonic reception
unit 22 is amplified in the preamplifier for each channel and
subjected to analog-to-digital conversion, then given with a
delay time needed to decide the reception directivity in the
reception delay circuit, and added up in the adder. The
addition enhances reflection components from a direction
corresponding to the reception directivity. The transmission
directivity and the reception directivity together generate
signal strength data.

The B-mode processing portion 23 receives the echo
signals processed in the ultrasonic reception unit 22. The
B-mode processing portion 23 applies processing, such as
logarithmic amplification and envelope detection, to input
echo signals, and thereby generates a signal indicating the
signal strength by brightness. A signal thus generated is sent
to the DSC 25 and displayed on the display portion 28 as a
B-mode image indicating the strength of a reflection wave
by brightness.

The Doppler processing portion 24 extracts blood flow
components (contrast medium echo components) by exploit-
ing the Doppler effect, and finds blood flow information,
such as an average velocity, variance, and power, at a
number of points. The blood flow information is sent to the
DSC 25, and displayed on the display portion 28 as an
average velocity image, a variance image, a power image, or
a combined image of the foregoing, all in color.

The DSC 25 converts a sequence of scan line signals
specific to an ultrasonic scan to a sequence of scan line
signals of a typical video format generally used for a TV or
the like.

The image fusing portion 26 fuses a real-time image
outputted from the DSC 25, character information or a scale
of various setting parameters, and navigation information
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described below, and outputs a resulting video signal to the
display portion 28. Also, the image fusing portion 26 selec-
tively displays a reference image as the navigation informa-
tion on the display portion 28 in response to a predetermined
manipulation.

The display portion 28 is a CRT or the like that not only
displays an ultrasonic image and the navigation information
described below, but also functions as a console window
when various analysis programs are executed.

The voice output portion 29 provides the operator with the
navigation information in voice when a navigation system
described below is run.

The storage medium 30 stores a pre-defined diagnosis
analysis program, ultrasonic images acquired in the past to
be used as reference images in a currently used or another
ultrasonic diagnosis apparatus 10, the position information
of the ultrasonic probe 12 when the respective ultrasonic
images were acquired on a patient-by-patient basis. The
storage medium 30 also stores libraries of diagnosis images
(X-ray CT images, MR images, etc.) acquired in other
modality used to generate a pseudo ultrasonic image
described below, software programs needed to run the
navigation system described below, voices and images, etc.
The storage medium 30 can be, for example, a PROM (an
EPROM, an EEPROM, a flash EPROM) and other IC
memories, such as a DRAM, an SRAM, and an SDRAM, as
well as an optical disc, a magnetic disc, a magneto-optical
disc, a semiconductor device, etc. The data stored in the
storage medium 30 can be transferred to an external periph-
eral apparatus over a wired or wireless network via the
network circuit 31.

The network circuit 31 enables transmission and reception
of various data with other apparatuses over a network, such
as an in-hospital LAN, a WAN, and the Internet.

The controller 32 has the capability of operating as an
information processing apparatus (computer), and controls
operations of the ultrasonic diagnosis apparatus main body.

The navigation processor 33 runs the navigation system
according to a predetermined program. The content of the
navigation system will be described in detail below.

The manipulation panel 40 is a device connected to the
ultrasonic diagnosis apparatus 10 and used to input com-
mand information from the operator. The manipulation
panel 40 comprises buttons, a keyboard, a mouse, a track
ball, a TCS (Touch Command Screen), etc., through the use
of which the operator is able to control the ultrasonic
diagnosis apparatus 10 and set various image quality con-
ditions. The operator inputs a command to start/stop the
navigation system described below, a command to take in a
reference image, etc. through the manipulation panel 40.

<Navigation System>

The navigation system provided by the ultrasonic diag-
nosis apparatus 10 will now be explained. The navigation
system provides the navigation information to assist
manipulations of the ultrasonic diagnosis apparatus 10 in a
user-friendly manner. The navigation system makes it easier
for those who are less trained, such as a less experienced
technician and a patient, to manipulate the ultrasonic diag-
nosis apparatus 10.

The navigation information includes reference images
acquired by those who are well trained (for example, expe-
rienced physicians and technicians, etc.) to be referred to by
those who are less trained, reference position information
that is in effect the probe position information when the
respective reference images were acquired, current probe
position information, probe movement information indicat-
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6

ing either or both a direction of movement and a quantity of
movement of the ultrasonic probe 12 induced from the
reference position information and the current probe posi-
tion information, etc. The respective items of the informa-
tion are displayed as the navigation information either
selectively or concurrently as circumstances demand. It
should be noted that these items of information included in
the navigation information were given by way of example,
and information of any other item may be included as well.
For example. similarities between a currently picked-up
ultrasonic image and a reference image may be computed
and included in the navigation information.

Operations of the navigation system can be roughly
divided into two. One includes operations to acquire a
reference image and the reference position information, and
the other includes operations to provide navigation infor-
mation in diagnosis. Operations to acquire a reference image
and the reference position information will be explained
first, followed by operations to provide the navigation infor-
mation.

FIG. 3 is a flowchart detailing a flow when an operator
who is an experienced technician or the like acquires a
reference image and the reference position information. The
operator first shifts the mode to a reference image acquisi-
tion mode by a predetermined manipulation, and as shown
in FIG. 4, allows an ultrasonic image acquired in real time
and the current position information of the ultrasonic probe
12 to be displayed on the display portion 28 (Step S0).

Then, the operator positions the ultrasonic probe 12 to
adequately acquire, for example, a long-axis tomographic
image of the heart while watching an ultrasonic image
displayed in real time (Step S1). Having positioned the
ultrasonic probe 12, the operator presses a save button on the
manipulation panel 40, in response to which a currently
picked-up ultrasonic image is stored into the storage
medium 30 as a reference image and the position of the
ultrasonic probe 12 in this instance is stored as the reference
position information (Step S2).

Then, when the operator wishes to acquire another refer-
ence image, for example, a reference image acquired by
changing the position of the ultrasonic probe 12, he repeats
processing in Step S2 and Step S3. When any other reference
image is not needed, the operator ends the acquisition of a
reference image (Step S3). A plurality of reference images
acquired in this manner are eventually correlated with one
another in the order of acquisition, and stored into the
storage medium 30 as the navigation information as a whole.

Operations to provide the navigation information will
now be explained. An explanation will be given to a case
where, for example, a less experienced technician or the like
acquires a plurality of long-axis tomographic images of the
heart with reference to the navigation information provided
in diagnosis.

FIG. 5 is a flowchart detailing a flow when the navigation
system provides the navigation information. As shown in
FIG. 5, the operator first inputs a command to run the
navigation system, a command to select items of the navi-
gation information to be used, etc. through the manipulation
panel 40. Then, the navigation processor 33 reads out the
selected items of the navigation information from the stor-
age medium 30, and displays a first reference image on the
display portion 28 (Step S4). In this case, the items of the
navigation information to be read include a plurality of
long-axis tomographic images of the heart as reference
images and the corresponding reference position informa-
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tion. It should be noted that the plurality of long-axis
tomographic images of the heart are those of the patient to
be diagnosed.

FIG. 6 is a view showing a display mode of a reference
image on the display portion 28. As shown in the drawing,
a reference image 42 is displayed together with an ultrasonic
image 41 displayed in real time and current position infor-
mation 44 of the ultrasonic probe 12.

Then, the operator positions the ultrasonic probe 12, by
comparing a currently picked-up ultrasonic image with the
reference image both being displayed, in acquiring an ultra-
sonic image identical to the reference image (Step S5). By
pressing a reference-image refer button with the ultrasonic
probe 12 being thus positioned, a judgment is made as to
whether the currently picked-up ultrasonic image agrees
with the reference image 42 both being displayed (Step S6).
For such a judgment to be made, the navigation processor 33
finds similarities between the two images, for example,
through image processing, image recognition, etc., and
agreement is judged when the similarities reach or exceed a
predetermined value. Alternatively, a reset operation in the
following step may be performed at the instant the refer-
ence-image refer button is pressed without making such a
judgment.

When agreement between a diagnosis image and the
reference image is judged, a detected value in the position
detector 13 is reset by a predetermined manipulation or
automatically, and “0” is then given to the position infor-
mation 44 of the ultrasonic probe 12 shown in FIG. 6 (Step
S7). This resetting operation completes the alignment of the
position between the ultrasonic probe 12 currently used and
the ultrasonic probe 12 used when the reference image was
acquired, based on the reference image and the currently
acquired ultrasonic image. The position information 44
displayed on the display portion 28 after the resetting
operation thereby indicates displacement from the position
of the ultrasonic probe 12 when the reference image as a
sample was acquired. The position information 44 therefore
allows the operator to understand swiftly and quantitatively
to what extent the ultrasonic probe 12 he is currently
manipulating is displaced from the desired position (refer-
ence position information) of the ultrasonic probe 12. When
disagreement between the diagnosis image and the reference
image is judged in Step S6, the operator repetitively posi-
tions the ultrasonic probe 12 until agreement is judged.

After the ultrasonic probe 12 is positioned, a currently
pick-up image is taken therefrom as a diagnosis image
according to a predetermined manipulation, and stored into
the storage medium 30 (Step S8). At the same time, the
position information of the ultrasonic probe 12 detected by
the position detector 13 is stored in correlation with the
diagnosis image.

Subsequently, the operator moves ahead to the acquisition
of the following diagnosis image. The navigation processor
33 displays, as the navigation information, a reference image
used to acquire the following diagnosis image and the probe
movement information indicating in what manner the ultra-
sonic probe 12 has to be moved to acquire the reference
image, on the display portion 28 (Step S9). The probe
movement information 46 can be calculated from the refer-
ence position information in relation to the reference image
used to acquire the following diagnosis image and the
position information of the ultrasonic probe 12 currently
detected by the position detector 13.

FIG. 7A is a view showing a display example of the
navigation information (reference image 42 and probe
movement information 46) displayed when the operator
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moves to the acquisition of the following diagnosis image.
The ultrasonic probe movement information 46 is displayed
as a view showing the relation between the ultrasonic probe
12 at the current position and the ultrasonic probe 12 at the
position at which the reference image can be acquired. The
probe movement information 46 shown in the drawing
comprises a probe A (solid line) indicating the current
position and posture of the ultrasonic probe 12, and a probe
B (dotted line) indicating the position and the posture to
which the ultrasonic probe 12 has to be moved. The probe
B is displayed as a still image at specific position and posture
so that the probe A can be moved in association with a
movement of the ultrasonic probe 12.

Then, the operator positions the ultrasonic probe 12 by
controlling the position and the posture of the ultrasonic
probe 12 so that the probe A displayed in a solid line
superposes the probe B displayed in a dotted line while
watching the probe movement information 46 (Step S10). In
this instance, it is preferable that the positional relation
between the probe A and the probe B is presented to the
operator actively in a predetermined display mode, in which,
for example, the probe A is displayed in color as it nears the
probe B and flashed on and off upon agreement. By being
provided with the navigation information as described
above, even a less experienced technician or the like can
readily understand the position to which the ultrasonic probe
12 has to be moved next.

It may be arranged in such a manner that the probe
movement information 46 is provided in voice from the
voice output portion 29. In this case, for example, a direction
in and a distance over which the ultrasonic probe 12 has to
be moved, a direction in and an angle at which the ultrasonic
probe 12 has to be inclined, and a direction in and an angle
at which the ultrasonic probe 12 has to be twisted are
outputted in voice in guiding the operator to move the
ultrasonic probe 12 to a position at which the reference
image can be acquired.

It should be noted, however, that the display mode of the
probe movement information 46 is not limited to the
example of FIG. 7A, and can be of any arrangement as long
as the similar contents are indicated. For example, as shown
in FIG. 7B, it may be arranged in such a manner that an
object representing spatial position and posture of the ultra-
sonic probe 12 may be displayed on the display portion 28
as the probe movement information 46. In the case of FIG.
7B, a solid line indicates the current probe position and
posture and a dotted line indicates target probe position and
posture in a representative manuer.

Alternatively, as shown in FIG. 7C, it may be arranged in
such a manner that a display portion 120 is provided to the
ultrasonic probe 12 to display the probe movement infor-
mation 46 on the display unit 120. Further, it may be
arranged in such a manner that the ultrasonic probe 12 is
provide with a plurality of light emitting diodes indicating
vertical and horizontal directions, so that a direction of
movement and a quantity of movement are indicated by
flashing on and off the light emitting diodes. This arrange-
ment allows the operator to focus his attention to the
ultrasonic probe 12. It is thus possible to provide an imaging
system easy to use for those who are less skilled in imaging
manipulations.

Then, the operator presses a reference-image refer button
with the ultrasonic probe 12 being thus positioned, in
response to which a judgment is made as to whether a
currently picked-up ultrasonic image agrees with the refer-
ence image both being displayed (Step S11). When disagree-
ment is judged, the operator repetitively positions the ultra-
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sonic probe 12 until agreement is judged. On the other hand,
when agreement is judged, the second diagnosis image is
taken therefrom in response to a predetermined operation
and stored into the storage medium 30 (Step S12).

Subsequently, when the operator wishes to acquire
another diagnosis image, he repeats the processing from
Step S9 through Step S12. When the operator wishes to end
the acquisition of any other diagnosis image, for example,
by having acquired diagnosis images as many as the pre-
pared reference images, he ends the operation of the navi-
gation system (Step S13).

It should be appreciated that in this navigation system,
diagnosis images as many as all the prepared reference
images are not necessarily acquired, and the operator may
skip given reference images when deemed appropriate.

According to the arrangement described above, it is
possible to provide the operator with reference images, the
probe position information, etc. for him to refer to as the
navigation information. The operator, by referring to the
navigation information, becomes able to pick-up diagnosis
images while understanding, for example, a difference and a
correspondence between a reference image and a currently
picked-up ultrasonic image. Hence, even when a less expe-
rienced technician or a patient picks up images, appropriate
diagnosis images of a region to be diagnosed can be
acquired.

Also, according to this navigation system, a quantity of
displacement between the probe position at which the ultra-
sonic probe has to be present to acquire a reference image
(reference position information) and the current probe posi-
tion, and the position to and a direction in which the
ultrasonic probe has to be moved to acquire the following
diagnosis image are directed. Hence, even a less trained
operator can understand quantitatively and concretely in
what manner he has to operate the ultrasonic probe next, and
is thereby able to perform imaging processing promptly.

Further, the navigation information can be received from
a hub hospital or the like over a network via the network
circuit 31 when necessary. Hence, a patient at a remote place
or at home can pick up ultrasonic images according to the
navigation information. The patient can therefore receive a
high quality diagnosis based on suitable diagnosis images by
transferring the ultrasonic images picked up appropriately
according to the navigation information to a hub hospital or
the like.

Second Embodiment

A second embodiment will describe a case where the
navigation information is generated and provided based on
images acquired in different modality (an X-ray CT appa-
ratus, a magnetic resonance diagnosis apparatus, a nuclear
medical diagnosis apparatus, etc.), for example, images of
3-D X-ray CT imaging, MRI, etc. This case is useful, for
example, when CT images or the like outnumber ultrasonic
images in the patient’s image data in the past.

FIG. 8 is a flowchart used to explain operations to acquire
and generate reference images or the like in a navigation
system according to the second embodiment. Referring to
FIG. 8, diagnosis images are acquired and reconstructed first
in other modality, for example, an X-ray CT apparatus, to
generate volume data (Step S21).

Then, a reference cross-section is set in the volume data
(Step S22). The reference cross section is set, for example,
in the following manner. That is, a cross-sectional image is
generated first from the volume data through the MPR
(multi-plane reconstruction) method or the like. Then, the
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operator moves the position of the cross-sectional image to
a desired position, and sets this particular cross-sectional
image as a cross-sectional image used as the reference
(reference cross-section). It is preferable that the image on
the reference cross-section is of the same shape as an
ultrasonic image, for example, a fan shape. Matching of the
shapes can be achieved by a predetermined coordinate
transformation.

Then, the reference cross-section is correlated with a
currently picked-up ultrasonic image (position alignment)
(Step S23). To be more specific, the operator, by moving the
ultrasonic probe 12, adjusts the position of the currently
picked-up ultrasonic image until a cross section identical to
the reference cross-section is displayed. Then, the operator
correlates the reference cross-section with the ultrasonic
image (position alignment) by a predetermined manipula-
tion, such as resetting, at the position where agreement is
deemed. Once correlated with each other, the ultrasonic
image and the MPR image are moved in association with a
motion of the ultrasonic probe 12.

In order to achieve more accurate correlation, it may be
arranged in such a manner that similarities between the two
images are found through image recognition, image pro-
cessing, etc., and two images are correlated with each other
only when the similarities reach or exceed a threshold value.

Then, the operator positions the ultrasonic probe 12 to
acquire the reference position information (Step S24). To be
more specific, having been correlated with each other in Step
S23, the ultrasonic image and the MPR image associated
with a motion of the ultrasonic probe 12 are displayed on the
display portion 28. The operator is thereby able to position
the ultrasonic probe 12 to acquire the reference image by
moving the ultrasonic probe 12 arbitrarily while referring to
the two images moving in association.

Having positioned the ultrasonic probe 12 adequately, the
operator presses a reference save button on the manipulation
panel 40 with the ultrasonic probe 12 being thus positioned,
in response to which the MPR image is acquired as a
reference image (Step S25). When the reference save button
is pressed, the navigation processor 33 stores the MPR
image acquired in this instance into the storage medium 30
as the reference image. At the same time, the position
information of the ultrasonic probe 12 detected by the
position detector 13 is stored in correlation with the refer-
ence image. The positional relation between the reference
image of the patient and the ultrasonic probe 12 is thus
obtained. It may be arranged in such a manner that an
ultrasonic image being picked up in this instance is also
stored as a sub-reference image.

Subsequently, when the operator wishes to acquire
another reference image, he repeats the processing in Step
S24 and Step S25. On the other hand, when any other
reference image is not needed, the operator ends the acqui-
sition of a reference image (Step S26). A plurality of
reference images thus acquired are eventually correlated
with one another in the order of acquisition, and stored into
the storage medium 30 as the navigation information as a
whole.

The reference images or the like acquired through a series
of processing described above are provided as the navigation
information in diagnosis in the same manner as described in
the first embodiment above (see FIG. 5).

According to the above arrangement, medical images
acquired in other modality can be used as the navigation
information, and therefore, the same advantages as those in
the first embodiment above can be achieved. In addition,
because the operator can position the ultrasonic probe while
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watching a CT image and an ultrasonic image concurrently,
a reference image of a higher quality can be acquired
Further, because a reference image of a CT image and a
reference image of an ultrasonic image can be acquired
concurrently, work load during generation of reference
images can be reduced.

Third Embodiment

Athird embodiment describes a case where the navigation
information is generated and provided based on images or
the like acquired in different modality (an X-ray CT appa-
ratus, a magnetic resonance diagnosis apparatus, a nuclear
medical diagnosis apparatus, etc.). To be more specific, this
embodiment describes a case where a reference image is
generated from a CT image alone without being associated
with an ultrasonic image in contrast to the second embodi-
ment in which a CT image as a reference image is acquired
with reference to an ultrasonic image and a CT image both
associated with the ultrasonic probe.

FIG. 9 is a flowchart used to explain operations to acquire
and generate reference images or the like in a navigation
system according to the third embodiment. Referring to FIG.
9, diagnosis images are acquired and reconstructed first in
other modality, for example, an X-ray CT apparatus, to
generate volume data (Step S31).

Then, a 3-D position calculation is executed based on the
position set by the operator, and a cross section (for example,
an MPR image) set in a predetermined slice width or at an
angular interval is set automatically at the corresponding
position in the volume data (Step S32). The operator sets the
position, for example, through the method of selecting a
position from a plurality of pre-programmed positions,
manually setting a cut plane in a model representing the
volume data, etc.

Then, based on the cross section thus set, the position, at
which the ultrasonic probe has to be placed when the cross
section is deemed as an ultrasonic image, is estimated, and
the image on the cross sections is stored as the reference
image into the storage medium 30 and the estimated position
of the ultrasonic probe is also stored as the reference position
information (Step S33).

Further, when the operator wishes to acquire another
reference image, he repeats the processing in Step S32 and
Step S33. On the other hand, when any other reference
image is not needed, the operator ends the acquisition of a
reference image (Step S34). A plurality of reference images
thus acquired are eventually correlated with one another in
the order of acquisition, and stored into the storage medium
30 as the navigation information as a whole.

Diagnosis images or the like can be acquired according to
the navigation information thus obtained in the same pro-
cedure as described in the first embodiment above (see FIG.
5).

According to the arrangement described above, images
acquired in other modality can be used as the navigation
information. It is thus possible to achieve an ultrasonic
diagnosis apparatus, an ultrasonic probe, and an ultrasonic
imaging assisting method that make manipulations easier
and adequate for non-specialized or less experienced phy-
sicians or technicians, etc.

While embodiments of the invention have been described,
it should be appreciated that anyone skilled in the art can
achieve various modifications and adjustments, and it is
understood that such modifications and adjustments are
within the scope of the invention. For example, modifica-
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tions as set forth in (1) and (2) below can be made without
changing the gist of the invention.

(1) In each of the embodiments above, diagnosis images
actually acquired from the subject are used as the reference
images. However, the arrangement is not limited to the
foregoing, and for example, animated images prepared in
advance may be used as the reference images.

(2) In each of the embodiments above, the reference
images, the reference position information, the current probe
position information, displacement information of the cur-
rent probe position, etc. were explained as examples of the
navigation information. However, the navigation informa-
tion is not limited to these items of information, and can be
any information as long as it can be of any assistance for
manipulations in diagnosis. For example, it may be arranged
in such a manner that correctness as to manipulations of the
probe may be actively presented to the operator by display-
ing quantitatively a judgment result on similarities between
a reference image and an image being picked-up from time
to time.

Additional advantages and modifications will readily
occur to those skilled in the art. Therefore, the invention in
its broader aspects is not limited to the specific details and
representative embodiments shown and described herein.
Accordingly, various modifications may be made without
departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-
lents.

What is claimed is:

1. An ultrasonic diagnosis apparatus, comprising: an
ultrasonic probe that transmits ultrasound to a subject based
on a driving signal and receives a reflection wave from the
subject;

a driving signal generator that supplies said ultrasonic

probe with the driving signal,

an image generator that generates a pick-up image based
on the received reflection wave;

a position detector that detects a position of said ultra-
sonic probe;

a memory that stores a reference image acquired in past
times and a reference position specifying a position of
said ultrasonic probe in relation to the reference image;

a navigation information generating unit that generates
navigation information used to assist a manipulation of
acquiring an ultrasonic image identical or similar to the
reference image, based on the reference image, the
reference position, the pick-up image, and a position of
said ultrasonic probe in an instant of receiving ultra-
sound pertaining to the pick-up image; and

an output unit that outputs the navigation information.

2. The ultrasonic diagnosis apparatus according to claim
1, wherein:

the navigation information includes at least one of the
reference image, the reference position, the pick-up
image, a position of said ultrasonic probe in an instant
of receiving ultrasound pertaining to the pick-up image,
a quantity of displacement of said ultrasonic probe
from a base position determined based on the reference
image and the pick-up image, at least one of a direction
of movement and a distance of movement of said
ultrasonic probe determined based on the reference
position and a position of said ultrasonic probe detected
by said position detector, and similarities between the
reference image and the pick-up image.

3. The ultrasonic diagnosis apparatus according to claim

1, wherein:
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the reference image is an image acquired by picking up an
image of the subject; and

the reference position is a position of said ultrasonic probe
when the reference image was picked up.

4. The ultrasonic diagnosis apparatus according to claim

1, wherein:

said output unit displays the pick-up image and the
navigation information concurrently.

5. The ultrasonic diagnosis apparatus according to claim

1, wherein:

said output unit outputs the navigation information in
voice.

6. The ultrasonic diagnosis apparatus according to claim

1, wherein:

the reference image is a pseudo ultrasonic image gener-
ated based on any of an animated image and an image
acquired in any of an X-ray CT apparatus,

a magnetic resonance diagnosis apparatus, and a nuclear
medical diagnosis apparatus; and

the reference position is a position of said ultrasonic probe
in an instant of transmitting/receiving ultrasound on an
assumption that the pseudo ultrasonic image is acquired
in said ultrasonic diagnosis apparatus.

7. The ultrasonic diagnosis apparatus according to claim

1, wherein:

said position detector is one of a wired detector and a
wireless detector, using magnetism.

8. The ultrasonic diagnosis apparatus according to claim

1, wherein:

said memory stores, in response to a predetermined
manipulation, the pick-up image as the reference image
and a position of said ultrasonic probe in an instant of
acquiring the pick-up image as the reference position.

9. The ultrasonic diagnosis apparatus according to claim

1, further comprising:

a correlation unit that correlates a cut plane set in volume
data, generated based on medical images acquired in
any of an X-ray CT apparatus, a magnetic resonance
diagnosis apparatus, and a nuclear medical diagnosis
apparatus, with the pick-up image, and thereby allows
the cut plane to move on the volume data in association
with a movement of a position of said ultrasonic probe,

wherein said memory stores, in response to a predeter-
mined manipulation, the cut plane as the reference
image and a position of said ultrasonic probe corre-
sponding to the cut plane as the reference position.

10. The ultrasonic diagnosis apparatus according to claim

1, further comprising:

an estimation unit that sets an arbitrary cut plane in
volume data, generated based on medical images
acquired in any of an X-ray CT apparatus, a magnetic
resonance diagnosis apparatus, and a nuclear medical
diagnosis apparatus, and estimates a position of said
ultrasonic probe in an instant of transmitting/receiving
ultrasound on an assumption that the cut plane is
acquired in said ultrasonic diagnosis apparatus,

wherein said memory stores, in response to a predeter-
mined manipulation, the cut plane as the reference
image and the estimated position of said ultrasonic
probe as the reference position.

11. An ultrasonic imaging assisting method, comprising:

generating a pick-up image by scanning an interior of a
subject with ultrasound with the use of an ultrasonic
probe;

detecting a position of said ultrasonic probe;

generating navigation information used to assist a
manipulation of acquiring an ultrasonic image identical
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or similar to a reference image acquired in past times,
based on the reference image, a reference position
specifying a position of said ultrasonic probe in relation
to the reference image, the pick-up image, and a
position of said ultrasonic probe in an instant of receiv-
ing ultrasound pertaining to the pick-up image; and

outputting the navigation information.

12. The ultrasonic imaging assisting method according to

claim 11, wherein:

the navigation information includes at least one of the
reference image, the reference position, the pick-up
image, a position of said ultrasonic probe in an instant
of receiving ultrasound pertaining to the pick-up image,
a quantity of displacement of said ultrasonic probe
from a base position determined based on the reference
image and the pick-up image, at least one of a direction
of movement and a distance of movement of said
ultrasonic probe determined based on the reference
position and a position of said ultrasonic probe detected
by said position detector, and similarities between the
reference image and the pick-up image.

13. The ultrasonic imaging assisting method to claim 11,

wherein:

the reference image is an image acquired by picking up an
image of the subject; and

the reference position is a position of said ultrasonic probe
when the reference image was picked up.

14. The ultrasonic imaging assisting method according to

claim 11, wherein:

the navigation information being outputted is displayed
concurrently with the pick-up image.
15. The ultrasonic imaging assisting method according to

claim 11, wherein:

the navigation information being outputted is outputted in
voice.
16. The ultrasonic imaging assisting method according to

claim 11, wherein:

the reference image is a pseudo ultrasonic image gener-
ated based on any of an animated image and an image
acquired in any of an X-ray CT apparatus,

a magnetic resonance diagnosis apparatus, and a nuclear
medical diagnosis apparatus; and

the reference position is a position of said ultrasonic probe
in an instant of transmitting receiving ultrasound on an
assumption that the pseudo ultrasonic image is acquired
in an ultrasonic diagnosis apparatus.

17. The ultrasonic imaging assisting method according to

claim 11, wherein:

in response to a predetermined manipulation, the pick-up
image is stored as the reference image and a position of
said ultrasonic probe in an instant of acquiring the
pick-up image is stored as the reference position.

18. The ultrasonic imaging assisting method according to

claim 11, further comprising:

correlating a cut plane set in volume data, generated based
on medical images acquired in any of an X-ray CT
apparatus, a magnetic resonance diagnosis apparatus,
and a nuclear medical diagnosis apparatus, with the
pick-up image, and thereby allowing the cut plane to
move on the volume data in association with a move-
ment of a position of said ultrasonic probe; and

storing, in response to a predetermined manipulation, the
cross section as the reference image and a position of
said ultrasonic probe corresponding to the cut plane as
the reference position.

19. The ultrasonic imaging assisting method according to

claim 11, further comprising:
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setting an arbitrary cut plane in volume data, generated storing, in response to a predetermined manipulation, the
based on medical images acquired in any of an X-ray
CT apparatus, a magnetic resonance diagnosis appara-
tus, and a nuclear medical diagnosis apparatus, and
estimating a position of said ultrasonic probe in an 5
instant of transmitting/receiving ultrasound on an
assumption that the cut plane is acquired in an ultra-
sonic diagnosis apparatus; and L

cross section as the reference image and the estimated
position of said ultrasonic probe as the reference posi-
tion.
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