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ULTRASOUND DIAGNOSTIC APPARATUS

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This is a continuation application of PCT Patent
Application No. PCT/JP2011/005365 filed on Sep. 26, 2011,
designating the United States of America, which is based on
and claims priority of Japanese Patent Application No. 2010-
222568 filed on Sep. 30, 2010. The entire disclosures of the
above-identified applications, including the specifications,
drawings and claims are incorporated herein by reference in
their entirety.

TECHNICAL FIELD

[0002] Apparatuses consistent with one or more exemplary
embodiments of the present disclosure relate to ultrasound
diagnostic apparatuses, and particularly relate to an ultra-
sound diagnostic apparatus used for examination on the
growth of a fetus.

BACKGROUND ART

[0003] Ultrasound-based diagnostic imaging, by its nature
ofutilizing sound waves, affects less the human body. There-
fore, the ultrasound-based diagnostic imaging is often used
for prenatal checkups, and the condition in which a fetus
grows is examined with reference to the ultrasound images of
the fetus during a checkup.

[0004] For the examination on the condition of a growing
fetus, it is a well-known method to calculate an estimated
weight of the fetus based on the ultrasound images. More
specifically, the estimated fetal weight is calculated by mea-
suring the lengths of specific regions (head, abdomen, and
thigh) of the fetus in the mother’s uterus and substituting the
measured values into a formula used for the estimation of the
fetal weight.

[0005] In the general operation performed in the ultra-
sound-based diagnostic imaging, the examiner firstly oper-
ates a probe in such a manner that the specific regions of a
fetus are delineated. Then, the examiner adjusts the probe so
that the cross-sectional images which are appropriate for the
use in the measurement can be obtained, and allows the mea-
surement images of the specific regions to be displayed. The
examiner then measures, on the respective measurement
images, a biparietal diameter (BPD) for the head, an abdomi-
nal circumference (AC) for the abdomen, and a femoral
length (FL) for the thigh, of the fetus. The estimated fetal
weight can be obtained by inputting the values which have
resulted from the respective measurements into the estimated
fetal weight calculation formula as shown in Formula 1
below.

Estimated weight (g)=1.07BPD*+3.00x10" ' AC?xFL

[0006] Here, BPD (biparietal diameter/cm), AC (abdomi-
nal circumference/cm), and FL, (femoral length/cm) are the
lengths of the regions respectively shown in FIG. 16. FIG. 16
is a diagram illustrating the specific regions of a fetus which
are used for the estimated fetal weight calculation formula.

[0007] According to such conventional method, an esti-
mated fetal weight can be obtained by measuring the lengths
of'the BPD, the AC, and the FL after the respective appropri-
ate measurement images (hereafter referred to as “measure-
ment reference images”) have been displayed. Then, by com-
paring the estimated fetal weight thus obtained and the

(Formula 1)
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statistical data of estimated fetal weight, it is possible to
examine the condition of a growing fetus.

[0008] With the conventional method, however, in the case
where the measurement reference images are inappropriate,
that is, the case in which the respective measurement refer-
ence images are not displayed in an appropriate manner so as
to measure the lengths of the BPD, the AC, and the FL, it is
impossible to accurately measure these lengths. For example,
in the case of displaying a thighbone in the thigh, the thigh-
bone may be displayed with the length shorter than its actual
length on the measurement reference image if the angle
between the probe and the thighbone is not appropriate. The
same applies to the head and the abdomen, and the lengths of
the biparietal diameter and the abdominal circumference may
be displayed with the lengths longer than their actual lengths
depending on the angle that is respectively made with the
probe.

[0009] Therefore, in order to properly obtain an estimated
fetal weight, the examiner has to operate the probe carefully
so as to obtain appropriate measurement reference images
and thus determine appropriate measurement reference
images. In other words, whether or not an estimated fetal
weight can be properly obtained (whether the measurement
reference images determined by the examiner enable accurate
measurements of the BPD, the AC, and the FL)) depends on
the skills and knowledge of the examiner. This is attributed to
the fact that the location and the position of a fetus always
change during the examination.

[0010] In response to this problem, there is disclosed a
technique of obtaining voxel data that compose a three-di-
mensional region, through the transmission and reception of
ultrasound waves, and setting a cut plane for the voxel data so
as to obtain cross-sectional images at arbitrary angles (see
reference to PTL 1). With the use of the method suggested in
PTL 1 for the obtainment of the measurement reference
images as described above, the examiner is capable of setting
appropriate cut planes after having obtained the voxel data of
a fetus during the operation of the probe. In other words, it is
possible to set appropriate measurement reference images
regardless of the skills of the examiner.

CITATION LIST
Patent Literature

[0011] [PTL 1] Japanese Unexamined Patent Application
Publication No. H9-308630

SUMMARY OF INVENTION
Technical Problem

[0012] However, with the conventional configuration using
the technique disclosed in the aforementioned PTL 1,
although the influence caused by the dependence on the
examiner’s skills is reduced, the examiner needs to set cut
planes, and thus, whether or not appropriate measurement
reference images can be obtained still depends on the judg-
ments of the examiner. That is to say, the problem, which is
caused by the fact that the examiner has to judge whether the
respective measurement reference images are appropriate for
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the measurements and has to give instructions based on the
judgments, still remains to be solved.

Solution to Problem

[0013] One or more exemplary embodiments of the present
disclosure may overcome the aforementioned conventional
problem and other problems not described herein. However, it
is understood that one or more exemplary embodiments of the
present disclosure are not required to overcome or may not
overcome the problem described above and other problems
not described herein. One or more exemplary embodiments
of the present disclosure provide an ultrasound diagnostic
apparatus capable of reducing the dependence on the exam-
iner and calculating an estimated fetal weight with high accu-
racy and easy operation.

[0014] According to an exemplary embodiment of the
present disclosure, the ultrasound diagnostic apparatus
includes: athree-dimensional data generation unit configured
to generate three-dimensional data for one or more regions in
a body of a subject based on reflected waves reflecting back
from the body of the subject after ultrasound waves have been
transmitted towards the body of the subject; a measurement
image selection unit configured to select, based on an inten-
sity of the reflected waves, one of two-dimensional cross-
sections that compose the three-dimensional data, as a mea-
surement reference image used for measuring a length of each
region in the body of the subject; a measurement and calcu-
lation unit configured to measure the length of each region in
the body of the subject using the selected measurement ref-
erence image, and to calculate an estimated weight of the
subject using the measured lengths; and an output unit con-
figured to output the calculated estimated weight.

[0015] With this configuration, it is possible to realize the
ultrasound diagnostic apparatus capable of reducing the
dependence on the examiner and calculating an estimated
fetal weight with high accuracy and easy operation.

[0016] Here, the measurement image selection unit may
include: a hyperechoic region extraction unit configured to
extract, from the three-dimensional data, a hyperechoic
region which is a region corresponding to the reflected waves
having a reflection intensity that is greater than a threshold
value; a cut plane obtainment unit configured to obtain two-
dimensional cross-sections that compose the three-dimen-
sional data, by cutting the three-dimensional data based on a
three-dimensional feature of the extracted hyperechoic
region; and a reference image selection unit configured to
select one of the two-dimensional cross-sections as the mea-
surement reference image used for measuring the length of
the region in the body of the subject.

[0017] With this configuration, it is possible to select, with
high accuracy, a cross-section appropriate for measurement
by narrowing down the number of appropriate cut planes
based on the three-dimensional features of a hyperechoic
region so as to obtain an appropriate cut plane.

[0018] Itshould be noted that the present inventive concept
may be implemented, not only as an ultrasound diagnostic
apparatus such as that described herein, but also as a method,
having as steps, the processing units configuring the ultra-
sound diagnostic apparatus, and also as a program which
causes a computer to execute such characteristic steps, and
even as information, data or a signal which indicates the
program. In addition, such a program, information, data, and
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signal can be distributed via a recording medium such as a
CD-ROM and via a transmitting medium such as the Internet.

Advantageous Effects of Invention

[0019] According to one or more exemplary embodiments
of'the present disclosure, it is possible to realize an ultrasound
diagnostic apparatus capable of reducing the dependency on
the examiner and calculating an estimated fetal weight with
high accuracy and easy operation.

BRIEF DESCRIPTION OF DRAWINGS

[0020] These and other advantages and features of exem-
plary embodiments of the present disclosure will become
apparent from the following description thereof taken in con-
junction with the accompanying Drawings that illustrate gen-
eral and specific exemplary embodiments of the present dis-
closure. In the Drawings:

[0021] FIG. 1 is a block diagram showing an outline of an
ultrasound diagnostic apparatus according to Embodiment 1
of the present disclosure;

[0022] FIG. 2 is a pattern diagram of previously-prepared
template data which represents three-dimensional features of
an abdomen of a fetus, according to Embodiment 1;

[0023] FIG. 3 is a pattern diagram of previously-prepared
template data which represents three-dimensional features of
a head of a fetus, according to Embodiment 1;

[0024] FIG. 4 is a pattern diagram of previously-prepared
template data which represents three-dimensional features of
a thigh of a fetus, according to Embodiment 1;

[0025] FIG. 5is apattern diagram for describing features of
a measurement cross-section to be used for a measurement of
a biparietal diameter (BPD) in the head of a fetus;

[0026] FIG. 6is a pattern diagram for describing features of
a measurement cross-section to be used for a measurement of
an abdominal circumference (AC) in the abdomen of a fetus;
[0027] FIG. 7A s a pattern diagram for describing features
of'a measurement cross-section to be used for a measurement
of'a femoral length (FL) in the thigh of a fetus;

[0028] FIG. 7B is a diagram schematically showing a mea-
surement cross-section with which the FL of a fetus is mea-
sured incorrectly;

[0029] FIG. 8 is a flowchart for describing a measurement
reference image selection process performed by the ultra-
sound diagnostic apparatus according to Embodiment 1;
[0030] FIG. 9 is a flowchart for describing the processing
that is up to the process of calculating an estimated weight of
a subject, according to Embodiment 1;

[0031] FIG. 10 is a flowchart showing a measurement ref-
erence image selection process performed for the head of a
fetus by the ultrasound diagnostic apparatus according to
Embodiment 1;

[0032] FIG. 11 is a flowchart showing a measurement ref-
erence image selection process performed for the abdomen of
a fetus by the ultrasound diagnostic apparatus according to
Embodiment 1;

[0033] FIG. 12 is a flowchart showing a measurement ref-
erence image selection process performed for the thigh of a
fetus by the ultrasound diagnostic apparatus according to
Embodiment 1;

[0034] FIG. 13 is a block diagram showing an outline of an
ultrasound diagnostic apparatus according to Embodiment 2
of the present disclosure;
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[0035] FIG. 14is a flowchart for describing a measurement
reference image selection process performed by the ultra-
sound diagnostic apparatus according to Embodiment 2;
[0036] FIG. 15 is a diagram showing a minimal configura-
tion of the ultrasound diagnostic apparatus according to the
exemplary embodiments of the present disclosure; and
[0037] FIG. 16 is a diagram showing specific regions of a
fetus which are used for an estimated fetal weight calculation
formula.

DESCRIPTION OF EMBODIMENTS

[0038] Hereinafter, certain exemplary embodiments of the
present disclosure shall be described in greater detail with
reference to the accompanying Drawings.

[0039] Each of the exemplary embodiments described
below shows a general or specific example. The numerical
values, shapes, materials, structural elements, the arrange-
ment and connection of the structural elements, steps, the
processing order of the steps etc. shown in the following
exemplary embodiments are mere examples, and therefore do
not limit the inventive concept, the scope of which is defined
in the appended Claims and their equivalents. Therefore,
among the structural elements in the following exemplary
embodiments, structural elements not recited in any one of
the independent claims defining the most generic part of the
inventive concept are not necessarily required to overcome
conventional disadvantage(s).

Embodiment 1

[0040] FIG. 1 is a block diagram showing an outline of an
ultrasound diagnostic apparatus according to Embodiment 1
of the present disclosure.

[0041] An ultrasound diagnostic apparatus 1 shown in FIG.
1 is configured of an ultrasound diagnostic apparatus main
body 100, a probe 101, an operation receiving unit 110, and a
display unit 111.

[0042] Theultrasound diagnostic apparatus main body 100
includes a control unit 102, a transmission and reception unit
103, a B-mode image generation unit 104, a three-dimen-
sional data generation unit 105, a measurement image selec-
tionunit 1064 which includes a hyperechoic region extraction
unit 106, a cut plane obtainment unit 107, and a measurement
reference image selection unit 108, a data storage unit 109, a
measurement and calculation unit 112, and an output unit
113.

[0043] The probe 101 is connected to the ultrasound diag-
nostic apparatus main body 100, and ultrasound transducers
for transmitting and receiving ultrasound waves are arranged
in the probe 101. The probe 101 transmits ultrasound waves
according to an instruction from the transmission and recep-
tion unit 103, and receives, as echo signals, reflected waves
(ultrasound reflected signals) from the body of the subject.
The probe 101 also includes a motor which allows the ultra-
sound transducers to vibrate in a direction that is vertical to a
scanning direction. Therefore, when the body of the subject is
scanned using the probe 101, the ultrasound transducers scan
the body while vibrating, and thus cross-sectional data in the
direction vertical to the scanning direction can be obtained
based on the echo signals. It should be noted that the probe
101 is not limited to a probe that has a vibration mechanism.
For instance, a drive of the ultrasound transducers that are
arranged in a matrix in a two-dimensional array probe may be
used, or a mechanism which allows the probe 101 to move
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parallel at a constant speed can also be used. All that is needed
for the probe 101 is a means to three-dimensionally transmit
and receive the ultrasound waves.

[0044] The control unit 102 controls the respective units in
the ultrasound diagnostic apparatus main body 100. Note that
although it is not specifically stated hereafter, the control unit
102 governs the respective units and operates these units
while controlling the operation timings and others.

[0045] The transmission and reception unit 103 transmits,
to the probe 101, an instruction signal for generating ultra-
sound waves by driving the ultrasound transducers of the
probe 101, and also receives the ultrasound reflected signals
from the probe 101.

[0046] The B-mode image generation unit 104 generates
B-mode images based on the ultrasound reflected signals
received by the transmission and reception unit 103. Specifi-
cally, the B-mode image generation unit 104 performs, on the
ultrasound reflected signals, filtering processing, and then,
envelope detection. In addition, the B-mode generation unit
104 performs logarithmic conversion and gain adjustment on
the detected signals and outputs the signals that have been
converted and adjusted. It should be noted that B-mode is a
method to display images by changing the brightness accord-
ing to the intensity of the ultrasound reflected signals. A
B-mode image is a cross-sectional image depicted by chang-
ing the intensity of the ultrasound reflected signals into
brightness, by changing the ultrasound wave transmission
and reception directions in such a way that the probe scans not
only in a single scanning direction but scans sequentially
along the scanning direction of the probe.

[0047] The three-dimensional data generation unit 105
generates three-dimensional data representing an object
which is a region in the body of the subject, based on reflected
waves reflecting back from the body of the subject after the
ultrasound waves have been transmitted towards the body of
the subject. Specifically, the three-dimensional data genera-
tion unit 105 generates three-dimensional data based on plu-
ral B-mode image data generated by the B-mode image gen-
eration unit 104. To be more specific, the three-dimensional
data generation unit 105 generates three-dimensional data by
performing resampling of the pixel values of the B-mode
images into three-dimensional coordinate positions. The
three-dimensional data generation unit 105 thus reconstitutes
the B-mode image data into data that represents the object
having a three-dimensional volume, although the details may
differ depending on the method used for changing the ultra-
sonic wave transmitting and receiving directions.

[0048] The measurementimage selection unit 106a selects,
based on the intensity of the reflected waves, one of the
two-dimensional cross-sections that compose the three-di-
mensional data, as a measurement reference image used for
measuring a length of the region in the body of the subject.
The measurement reference image selection unit 106a
includes the hyperechoic region extraction unit 106, the cut
plane obtainment unit 107, and the measurement reference
image selection unit 108, as has already been mentioned
above. The following gives, in more detail, the description of
these processing units.

[0049] Thehyperechoic region extraction unit 106 extracts,
from the three-dimensional data, a hyperechoic region which
is a region corresponding to the ultrasound reflected signals
having a reflection intensity that is greater than a threshold
value. Specifically, the hyperechoic region extraction unit
106 extracts only the data that represents such hyperechoic
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region from the three-dimensional data generated by the
three-dimensional data generation unit 105. Here, a hyper-
echoic region is a region in which the reflection is stronger
than the reflections of the neighboring regions whereas a
hypoechoic region is a region in which the reflection is
weaker than the reflections of the neighboring regions. Thus,
with the setting of an appropriate threshold value, the hyper-
echoic region extraction unit 106 can extract only the data that
represents the hyperechoic region, by comparing a three-
dimensional data value and the threshold value. In this case,
due to the fact that the subject is a fetus, a bone region is
mainly extracted as such hyperechoic region.

[0050] Itshouldbenotedthat, in order to prevent the extrac-
tion result from being affected by the data condition such as
gain variation, it is desirable to firstly obtain a threshold value
using a discrimination analysis method, and compare with the
threshold value after binarization is performed.

[0051] In this manner, the hyperechoic region extraction
unit 106 extracts the three-dimensional features of the hyper-
echoic region (mainly bone region) as a result of extracting,
from the three-dimensional data, the data that represents the
hyperechoic region.

[0052] The cut plane obtainment unit 107 obtains two-
dimensional images which compose the three-dimensional
data, by cutting the object represented by the three-dimen-
sional data, based on the three-dimensional features of the
extracted hyperechoic region. Specifically, the cut plane
obtainment unit 107 obtains two-dimensional images (cut
planes) by cutting, at a plane, the object represented by the
three-dimensional data generated by the three-dimensional
data generation unit 105, based on the three-dimensional
features of the hyperechoic region extracted by the hyper-
echoic region extraction unit 106.

[0053] More specifically, the cut plane obtainment unit 107
firstly determines an orientation of a cut plane that is a plane
at which the object represented by the three-dimensional data
is cut based on the three-dimensional features of the hyper-
echoic region extracted by the hyperechoic region extraction
unit 106, and then determines a cutting region which is a
region to be cut in the object represented by the three-dimen-
sional data. In other words, the cut plane obtainment unit 107
compares (matches) the three-dimensional data generated by
the three-dimensional data generation unit 105 and plural
previously-prepared template data which respectively repre-
sent the three-dimensional features of the respective specific
regions. In the case where the three-dimensional data matches
one of the template data, the cut plane obtainment unit 107
determines a three-dimensional region (the object repre-
sented by the three-dimensional data) which corresponds to
the template data to be the cutting region, and also determines
the orientation of the cut plane (the orientation of a surface
normal of the cut plane) based on the template data. Then, the
cut plane obtainment unit 107 obtains cut planes in the deter-
mined cutting region using the determined orientation. In
other words, the cut plane obtainment unit 107 obtains the cut
planes (two-dimensional images) which have the surface nor-
mal of the determined orientation.

[0054] FIG. 2 is a pattern diagram of the previously-pre-
pared template data that represents the three-dimensional
features of the head of a fetus. As shown in FIG. 2, the
template data representing the head of a fetus is created based
on a skull, a dura mater, and a septum pellucidum, and thus
represents the locations and the three-dimensional forms of
the skull, the dura mater, and the septum pellucidum. The data
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representing the three-dimensional forms shows that the head
is formed in a spherical configuration composed of the skull
that has a structure in which curved planes are combined.
[0055] Here, it is assumed that the cut plane obtainment
unit 107 compares (matches) the three-dimensional data gen-
erated by the three-dimensional data generation unit 105 and
the respective previously-prepared template data, and the
three-dimensional data matches the most with the template
data representing the head of a fetus. In such case, the cut
plane obtainment unit 107 determines an area that longitudi-
nally traverses the septum pellucidum to be the cutting region,
and determines a plane that is vertical to the data representing
the septum pellucidum for the orientation of the cut plane.
Specifically, in the case where the three-dimensional data
matches the most with the template data representing the head
of a fetus, the cut plane obtainment unit 107 firstly extracts a
median plane of the skull (dura mater) based on the three-
dimensional features of the hyperechoic region, and then
extracts the septum pellucidum (hypoechoic region) that is
longitudinally traversed by the extracted median plane. Then,
the cut plane obtainment unit 107 determines the plane thatis
vertical to the median plane of the skull (dura mater) for the
orientation of the cut plane, and determines the area that
longitudinally traverses the septum pellucidum (hypoechoic
region) to be the cutting region. In this way, the cut plane
obtainment unit 107 obtains the cut plane of the head of a
fetus based on the bone and the dura mater which are hyper-
echoic regions.

[0056] FIG. 3 is a pattern diagram of the previously-pre-
pared template data representing the three-dimensional fea-
tures of the abdomen of a fetus. As shown in FIG. 3, the
template data representing the abdomen of a fetus is created
based on a spine and rib bones, and thus represents the loca-
tions and the three-dimensional forms of the spine and the rib
bones. The data representing the three-dimensional forms
shows that the abdomen is composed of the column-shaped
spine which is a collection of bones, and the rib bones which
form a symmetrical shape and are made up of bars.

[0057] Here, it is assumed that the cut plane obtainment
unit 107 compares (matches) the three-dimensional data gen-
erated by the three-dimensional data generation unit 105 and
the respective previously-prepared template data, and the
three-dimensional data matches the most with the template
data representing the abdomen of a fetus. In such case, the cut
plane obtainment unit 107 determines, for the orientation of
the cut plane, a plane that is vertical to the data representing
the spine, and determines an area that traverses only the spine
to be the cutting region. Specifically, in the case where the
three-dimensional data matches the most with the template
data representing the abdomen of a fetus, the cut plane obtain-
ment unit 107 firstly extracts a columnar region (hyperechoic
region) which is the spine, based on the three-dimensional
features of the hyperechoic region. Then, the cut plane obtain-
ment unit 107 determines the plane that is vertical to the
extracted columnar region (hyperechoic region) for the ori-
entation of the cut plane, and determines the area that longi-
tudinally traverses only the spine to be the cutting region. In
this way, the cut plane obtainment unit 107 obtains the cut
plane of the abdomen of a fetus based on the bone which is
hyperechoic region.

[0058] FIG. 4 is a pattern diagram of the previously-pre-
pared template data representing the three-dimensional fea-
tures of the thigh of a fetus. As shown in FIG. 4, the template
data representing the thigh of a fetus is created based on a
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thighbone and a pelvis, and thus represents the locations and
the three-dimensional forms of the thighbone and the pelvis.
Specifically, the data representing the three-dimensional
forms shows that the thigh is bar-shaped and is joined with a
hip joint.

[0059] Here, it is assumed that the cut plane obtainment
unit 107 compares (matches) the three-dimensional data gen-
erated by the three-dimensional data generation unit 105 and
the respective previously-prepared template data, and the
three-dimensional data matches the most with the template
data representing the thigh of a fetus. In such case, the cut
plane obtainment unit 107 determines, for the orientation of
the cut plane, a plane that traverses the data representing the
thighbone, and determines, as the cutting region, an area
ranged from 0 to 180 degrees with respect to the data repre-
senting the thighbone being located in its center. Specifically,
in the case where the three-dimensional data matches the
most with the template data representing the thigh of a fetus,
the cut plane obtainment unit 107 firstly extracts a bar region
(hyperechoic region) which is the thighbone, based on the
three-dimensional features of the hyperechoic region. Then,
the cut plane obtainment unit 107 determines, for the orien-
tation of the cut plane, the plane that traverses the extracted
bar region (hyperechoic region), and determines, as the cut-
ting region, the area having a region that has the plane which
traverses the bar region (hyperechoic region) and has the area
ranged from 0 to 180 degrees with respect to the determined
cut plane. In this way, the cut plane obtainment unit 107
obtains the cut plane of the thigh of a fetus based on the bone
which is a hyperechoic region.

[0060] As has been described above, the cut plane obtain-
ment unit 107 determines the cutting region and the orienta-
tion, and obtains plural cut planes in the determined cutting
region using the determined orientation. In other words, the
cut plane obtainment unit 107 determines the orientation of
two-dimensional image in which the object representing the
three-dimensional data is cut, based on the three-dimensional
form and location of the extracted hyperechoic region, and
thus obtains two-dimensional images in the determined ori-
entation.

[0061] The measurement reference image selection unit
108 selects one of the two-dimensional images to be a mea-
surement reference image to be used for measuring a length of
a region in the body of the subject. Specifically, the measure-
ment reference image selection unit 108 selects one of the
two-dimensional images to be such measurement reference
image by evaluating the degree of similarity between each
spatial distribution feature of brightness information repre-
sented by the respective two-dimensional images and a spa-
tial distribution feature of brightness information represented
by the measurement reference image. That is, the measure-
ment reference image selection unit 108 evaluates the cross-
sectional images obtained by the cut plane obtainment unit
107, and selects the image that is the most appropriate for
measurement to be the measurement reference image. It is
desirable to use brightness spatial distribution for the evalu-
ation.

[0062] To be more specific, the measurement reference
image selection unit 108 studies beforehand a brightness
spatial distribution feature that statistically characterizes the
measurement reference image, and selects, as such measure-
ment reference image, a cross-sectional image which has a
brightness spatial distribution feature that is the closest,
among the plural cross-sectional images, to the previously-
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studied brightness spatial distribution feature of the measure-
ment reference image. In the present embodiment, by com-
paring the result of the study prepared based on Haar-like
features with the result of the feature value calculation per-
formed for the respective cut planes that are obtained by the
cut plane obtainment unit 107, the degree of similarity with
respect to the measurement reference image can be measured.
[0063] The following describes the method for determining
measurement reference images for the specific regions that
are head, abdomen, and thigh of a fetus which are used for the
estimated fetal weight calculation formula.

[0064] FIG. 5 is a pattern diagram for describing the fea-
tures of the measurement cross-section to be used for the
measurement of the BPD of a fetus.

[0065] In order to accurately measure the BPD (biparietal
diameter) of a fetus, it is preferable to measure it using a
cross-section of the skull, in which the dura mater and the
septum pellucidum are located as shown in FIG. 5. Namely, it
is desirable to measure the BPD using the cross-section which
is vertical to a median plane of the skull (dura mater) and in
which a median line is depicted and the depicted median line
traverses the septum pellucidum.

[0066] Thus, the measurement reference image selection
unit 108 evaluates the cross-sectional images obtained by the
cut plane obtainment unit 107, and selects, as a measurement
reference image, the measurement cross-section which has
the brightness spatial distribution feature that is the most
corresponded to the feature shown in FIG. 5. Specifically, the
measurement reference image selection unit 108 selects, as a
measurement reference image, the cut plane which is vertical
to the median plane extracted by the cut plane obtainment unit
107 and in which the median line (hyperechoic region) is
depicted in such a way that the extracted hypoechoic region
(i.e., septum pellucidum) is traversed.

[0067] In this manner, the measurement reference image
selection unit 108 selects a measurement reference image
based on the bone and the dura mater which are hyperechoic
regions.

[0068] Note here that the measurement reference image
may be a cross-sectional image which shows that the depicted
median line further traverses corpora cisterna magna, as
shown in FIG. 5.

[0069] FIG. 6 is a pattern diagram for describing the fea-
tures of the measurement cross-section to be used for the
measurement of the AC of a fetus.

[0070] In order to accurately measure the AC (abdominal
circumference) of a fetus, it is preferable to measure it using
a cross-section of the abdomen, in which the spine, the
umbilical vein, and the gastric vesicle are located as shown in
FIG. 6. Namely, it is desirable to measure the AC using the
cross-section which is almost vertical to the spine (instead of
abdominal aorta) and in which the umbilical vein (intrahe-
patic abdominal umbilical vein) is depicted in the direction
almost vertical to the spine and the lumpish gastric vesicle is
located near the depicted umbilical vein.

[0071] Thus, the measurement reference image selection
unit 108 evaluates the cross-sectional images obtained by the
cut plane obtainment unit 107, and selects, as a measurement
reference image, the measurement cross-section which has
the brightness spatial distribution feature that is the most
corresponded to the feature shown in FIG. 6. Specifically, the
measurement reference image selection unit 108 selects, as a
measurement reference image, the cut plane which is vertical
to the hyperechoic region (column-shaped region) extracted
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by the cut plane obtainment unit 107 and in which the hypo-
echoic region (umbilical vein) is located in the direction
almost vertical to the hyperechoic region (column-shaped
region) and the lumpish hypoechoic region (gastric vesicle) is
located near the hypoechoic region (umbilical vein).

[0072] In this manner, the measurement reference image
selection unit 108 selects a measurement reference image
based on the bone which is hyperechoic region as well as the
blood vessels, the stomach and others which are hypoechoic
regions.

[0073] It should be noted that although it is desirable to
select a cut plane based on a spine that can be extracted as a
hyperechoic region, a cut plane may be selected based on an
abdominal aortic cross that is extracted as a hypoechoic
region.

[0074] FIG. 7A is a pattern diagram for describing the
features of the measurement cross-section to be used for the
measurement of the FLL of a fetus. FIG. 7B is a diagram
schematically showing a measurement cross-section with
which the FL of a fetus is measured incorrectly.

[0075] In order to accurately measure the FL. (femoral
length) of a fetus, it is preferable to measure the length of the
thighbone as shown in FIG. 7A. Namely, it is desirable to
measure the FL using a cross-section that traverses the thigh-
bone.

[0076] Thus, the measurement reference image selection
unit 108 evaluates the cross-sectional images obtained by the
cut plane obtainment unit 107, and selects, as a measurement
reference image, the measurement cross-section which has
the brightness spatial distribution feature that is the most
corresponded to the feature shown in FIG. 7A. Specifically,
the measurement reference image selection unit 108 selects,
as ameasurement reference image, the cut plane that traverses
the hyperechoic region (bar-shaped region) extracted by the
cut plane obtainment unit 107, that is, the cut plane obtained
by cutting the bar-shaped region in the length direction of the
bar.

[0077] In this manner, the measurement reference image
selection unit 108 selects a measurement reference image
based on the bone which is a hyperechoic region. As are the
other cases, a measurement reference image is determined by
evaluating cut planes based on three-dimensional data, not a
two-dimensional image (B-mode image). Therefore, it is pos-
sible to select, as a measurement reference image, the cross-
section with which the length can be accurately measured, as
shown in FIG. 7A, not the cross-section with which the length
is incorrectly measured, as shown in FIG. 7B.

[0078] The data storage unit 109 stores the B-mode images
generated by the B-mode image generation unit 104, the
three-dimensional data generated by the three-dimensional
data generation unit 105, the hyperechoic region data
extracted by the hyperechoic region extraction unit 106, and
the measurement reference images selected by the measure-
ment reference image selection unit 108.

[0079] The operator’s instructions are inputted into the
operation receiving unit 110. Specifically, the operation
receiving unit. 110 is configured of buttons, a keyboard, a
mouse, and others, and the examiner’s instructions are input-
ted using these.

[0080] The display unit 111 is configured of a display
device such as an LCD, and displays B-mode images, an
object represented by three-dimensional data, and cut planes.
[0081] The measurement and calculation unit 112 mea-
sures the lengths of the respective regions in the body of the
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subject using the respectively selected measurement refer-
ence images, and calculates an estimated weight of the sub-
ject using the lengths that have been measured. Specifically,
the measurement and calculation unit 112 measures the
lengths of the respective regions in the body of the subject
using the measurement reference images respectively
selected by the measurement reference image selection unit
108. The measurement and calculation unit 112 then calcu-
lates an estimated weight of the subject based on the lengths
of'the respective regions in the body of the subject which have
thus been measured.

[0082] Theoutputunit 113 outputs an estimated weight that
has been calculated. Specifically, by outputting the estimated
weight calculated by the measurement and calculation unit
112, the output unit 113 causes the display unit 111 to display
the calculated estimated weight.

[0083] The ultrasound diagnostic apparatus 1 according to
Embodiment 1 is configured as has been described above.
[0084] Next, the measurement reference image selection
process performed by the ultrasound diagnostic apparatus 1
shall be described with reference to FIG. 8.

[0085] FIG. 8is aflowchart for describing the measurement
reference image selection process performed by the ultra-
sound diagnostic apparatus 1 according to Embodiment 1 of
the present disclosure.

[0086] First, the B-mode image generation unit 104 gener-
ates B-mode images (step S10).

[0087] Specifically, the transmission and reception unit 103
emits ultrasound waves into the body of the subject via the
probe 101 and receives the reflected waves via the probe 101.
Then, the B-mode image generation unit 104 generates a
B-mode image by performing data processing onto the ultra-
sound reflected signals received by the transmission and
reception unit 103, and stores the generated B-mode image
into the data storage unit 109. By performing such process
while changing the ultrasound wave transmission and recep-
tion directions, B-mode images are generated and the gener-
ated B-mode images are stored into the data storage unit 109.
It should be noted that among the methods of changing the
ultrasound wave transmission and reception directions, some
use a vibration mechanism of the probe 101, other use a drive
of the ultrasound transducers in a two-dimensional array
probe, and the others use a mechanism that allows the probe
101 to move parallel at a constant speed, as has already been
mentioned above.

[0088] Next, the three-dimensional data generation unit
105 generates three-dimensional data based on the B-mode
images (step S20). Specifically, the three-dimensional data
generation unit 105 generates three-dimensional data by per-
forming resampling of the pixel values of the B-mode images
into three-dimensional coordinate positions. The three-di-
mensional data generation unit 105 thus reconstitutes the
B-mode image data into data representing an object that has a
three-dimensional volume, although the details may differ
depending on the method of changing the ultrasound wave
transmission and reception directions.

[0089] Then, the hyperechoic region extraction unit 106
extracts a hyperechoic region from the three-dimensional
data generated by the three-dimensional data generation unit
105. As a result, the hyperechoic region extraction unit 106
extracts three-dimensional features of the hyperechoic region
from the three-dimensional data (step S30).

[0090] Then, the cut plane obtainment unit 107 obtains cut
planes based on the three-dimensional features of the hyper-
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echoic region (step S40). Specifically, the cut plane obtain-
ment unit 107 compares (matches) the three-dimensional data
generated by the three-dimensional data generation unit 105
and each previously-prepared template data which represents
the three-dimensional features of the respective specific
regions. In the case where the three-dimensional data matches
(the degree of similarity is high) one of the template data, the
cut plane obtainment unit 107 determines, as the cutting
region, the region represented by the three-dimensional data
(the object indicated by the three-dimensional data) which
corresponds to the template data, and also determines the
orientation of a cut plane (the normal orientation of the cut
plane) based on the template data. The cut plane obtainment
unit 107 then obtains cut planes (two-dimensional images) in
the determined cutting region using the determined orienta-
tion.

[0091] Next, the measurement reference image selection
unit 108 evaluates the cut planes obtained by the cut plane
obtainment unit 107 (step S50). After having evaluated all the
cut planes obtained by the cut plane obtainment unit 107 (step
S60), the measurement reference image selection unit 108
then selects, as a measurement reference image, the cut plane
that has received the highest evaluation (step S70).

[0092] Specifically, by comparing the previously-studied
brightness spatial distribution feature which statistically
characterizes a measurement reference image and each spa-
tial distribution feature of the respective cut planes obtained
by the cut plane obtainment unit 107, the measurement ref-
erence image selection unit 108 measures the degree of simi-
larity with respect to the measurement reference image. The
measurement reference image selection unit 108 then selects,
as a measurement reference image, the cross-sectional image
having the brightness spatial distribution feature that is the
closest to the previously-studied brightness spatial distribu-
tion feature of the measurement reference image, among the
cut planes obtained by the cut plane obtainment unit 107.
[0093] It should be noted that in the case where the degree
of similarity between the feature of the cut plane obtained by
the cut plane obtainment unit 107 and the feature of the
measurement reference image is low, the measurement refer-
ence image selection unit 108 returns to step S40. Then, the
cut plane obtainment unit 107 obtains again plural cut planes
and proceeds to step S50.

[0094] Lastly, the measurement reference image selection
unit 108 stores the selected measurement reference image
into the data storage unit 109 (step S80).

[0095] Thus, the ultrasound diagnostic apparatus 1 per-
forms the measurement reference image selection process.
Specifically, the ultrasound diagnostic apparatus 1 deter-
mines with accuracy a cross-section that is appropriate for
measurement, by narrowing down the number of cut planes
based on the three-dimensional features of the bone region
that is to be a hyperechoic region, for the obtainment of an
appropriate cut plane.

[0096] It should be noted that, in step S30, the examiner
may judge on the region in the body of the subject based on
the three-dimensional features of the hyperechoic region
(three-dimensional form and location information of the
hyperechoic region) extracted by the hyperechoic region
extraction unit 106. In such case, the examiner may notity, via
the operation receiving unit 110, the cut plane obtainment
unit 107 that the three-dimensional data generated by the
three-dimensional data generation unit 105 is the data repre-
senting a specific region such as a thigh, for instance, and may
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thus select down in advance the template data which repre-
sents such a specific region and is to be compared (matched)
with the three-dimensional data generated by the three-di-
mensional data generation unit 105. In this way, it is possible
to improve the efficiency in the process performed by the cut
plane obtainment unit 107 in step S40. In addition, it is also
possible to improve the efficiency in the evaluation performed
by the measurement reference image selection unit 108 in
step S50, and thus to reduce the risk of false evaluation.
[0097] Thus, the ultrasound diagnostic apparatus 1 per-
forms the measurement reference image selection process.
This enables those who are not skillful in operating an ultra-
sound diagnostic apparatus to surely obtain an appropriate
measurement reference image, and to accurately measure the
length of a specific region based on such measurement refer-
ence image.

[0098] The following shall describe the whole processing
performed by the ultrasound diagnostic apparatus 1, that is,
the processing which includes the measurement reference
image selection process and is up to the process in which the
ultrasound diagnostic apparatus 1 calculates an estimated
weight of the subject.

[0099] FIG. 9 is a flowchart for describing the processing
that is up to the process of calculating an estimated weight of
the subject, which is performed by the ultrasound diagnostic
apparatus according to Embodiment 1 of the present disclo-
sure.

[0100] The ultrasound diagnostic apparatus 1 firstly gener-
ates three-dimensional data for a region in the body of the
subject based on the reflected waves of the ultrasound waves
which have been transmitted towards the body of the subject
and reflected back from the body of the subject. (S110).
Specifically, the ultrasound diagnostic apparatus 1 performs
the processing in steps S10 and S20 described in FIG. 8. Since
the processing in steps S10 and S20 has been described above,
the description thereof shall not be repeated here.

[0101] Then, the ultrasound diagnostic apparatus 1 selects,
based on the intensity of the reflected waves from the body of
the subject, one of the two-dimensional images that compose
the three-dimensional data, as a measurement reference
image to be used for measuring a length of the region in the
body of the subject (S130). Specifically, the ultrasound diag-
nostic apparatus 1 performs the processing from steps S30 to
S80 described in FIG. 8. Since the processing from steps S30
to S80 has already been described above, the description
thereof shall not be repeated here.

[0102] Itshouldbe noted that, in steps 5110 and S130, more
precisely, the three-dimensional data is generated for the
respective regions in the body of the subject, namely, the
head, abdomen, and thigh of a fetus.

[0103] FIG. 10 is a flowchart showing the measurement
reference image selection process performed for the head ofa
fetus, according to Embodiment 1 of the present disclosure.
FIG. 11 is a flowchart showing the measurement reference
image selection process performed for the abdomen of a
fetus, according to Embodiment 1. FIG. 12 is a flowchart
showing the measurement reference image selection process
performed for the thigh of a fetus, according to Embodiment
1. The constituent elements that are the same as those
described in FIG. 8 use the same reference numerals, and the
description thereof shall not be repeated.

[0104] As shown in FIG. 10, in the case where the three-
dimensional data generated in step S110 corresponds to the
head of a fetus, the three-dimensional features of the hyper-
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echoic region in the head are extracted in step S31. After that,
a measurement reference image to be used for measuring a
length of the head of a fetus is selected in step S71, and the
selected measurement reference image is registered in step
S81. It should be noted that the processing from steps S31 to
S81 corresponds to the processing from steps S30 to S80
described in FIG. 8; therefore, the description thereof shall
not be repeated. In addition, as shown in FIG. 11, in the case
where the three-dimensional data generated in step S110
corresponds to the abdomen of a fetus, the three-dimensional
features of the hyperechoic region in the abdomen are
extracted in step S32. After that, a measurement reference
image to be used for measuring a length of the abdomen of a
fetus is selected in step S72, and the selected measurement
reference image is registered in step S82. It should be noted
that the processing from steps S32 to S82 corresponds to the
processing from steps S30 to S80 described in FIG. 8; there-
fore, the description thereof shall not be repeated. Further-
more, as shown in FIG. 12, in the case where the three-
dimensional data generated in step S110 corresponds to the
thigh of a fetus, the three-dimensional features of the hyper-
echoic region in the thigh are extracted in step S33. After that,
a measurement reference image to be used for measuring a
length of the thigh of a fetus is selected in step S73, and the
selected measurement reference image is registered in step
S83. It should be noted that the processing from steps S33 to
S83 corresponds to the processing from steps S30 to S80
described in FIG. 8; therefore, the description thereof shall
not be repeated.

[0105] Next, the ultrasound diagnostic apparatus 1 mea-
sures the lengths of the respective regions in the body of the
subject using the measurement reference images respectively
selected in S130, and calculates an estimated weight of the
subject based on the measured lengths (S150).

[0106] Specifically, the measurement and calculation unit
112 measures the lengths of the respective regions in the body
of the subject using the respectively selected measurement
reference images, and calculates an estimated weight of the
subject using the measured lengths.

[0107] Then, the ultrasound diagnostic apparatus 1 outputs
the calculated estimated weight (S170).

[0108] Thus, the ultrasound diagnostic apparatus 1 calcu-
lates an estimated weight of the subject.

[0109] According to the present embodiment, it is possible
to achieve the ultrasound diagnostic apparatus capable of
reducing the dependence on the examiner and calculating an
estimated fetal weight with high accuracy and easy operation.

Embodiment 2

[0110] FIG.13is ablock diagram showing an outline of the
ultrasound diagnostic apparatus according to Embodiment 2
ofthe present disclosure. In FIG. 13, constituent elements that
are the same as those in FIG. 1 use the same reference numer-
als, and the description thereof shall not be repeated.

[0111] The ultrasound diagnostic apparatus 2 shown in
FIG. 13 is configured of an ultrasound diagnostic apparatus
main body 200, the probe 101, the operation receiving unit
110, and the display unit 111. The configuration of a subject’s
body region specification unit 212 is what makes the ultra-
sound diagnostic apparatus main body 200 shown in FIG. 13
different from the ultrasound diagnostic apparatus main body
100 shown in FIG. 1. Namely, the ultrasound diagnostic appa-
ratus main body 200 has the subject’s body region specifica-
tion unit 212 in addition to the configuration shown in FIG. 1.
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[0112] The subject’s body region specification unit 212
specifies a region, in the body of the subject, which is the
object represented by the three-dimensional data. Specifi-
cally, the subject’s body region specification unit 212 judges
that the object represented by the three-dimensional data
generated by the three-dimensional data generation unit 105
is a region, for instance, a head, an abdomen, or a thigh. The
judgment is based on the three-dimensional features of the
hyperechoic region (three-dimensional form and location
information of the hyperechoic region) extracted by the
hyperechoic region extraction unit 106. The subject’s body
region specification unit 212 thus specifies the region in the
body of the subject (three-dimensional data) which is being
observed.

[0113] Forexample, the subject’s body region specification
unit 212 compares the three-dimensional data generated by
the three-dimensional data generation unit 105 and the tem-
plate data (e.g., FIG. 2) which represents the head of a fetus
and has predefined features of a skull. In the case where both
data have similar features (resemble), the subject’s body
region specification unit 212 judges that the object repre-
sented by the three-dimensional data is ahead. In addition, the
subject’s body region specification unit 212 compares the
three-dimensional data generated by the three-dimensional
data generation unit 105 and the template data (e.g., FIG. 3)
which represents the abdomen of a fetus and has predefined
features of a spine. In the case where both data have similar
features (resemble), the subject’s body region specification
unit 212 judges that the object represented by the three-
dimensional data is an abdomen. Likewise, the subject’s body
region specification unit 212 compares the three-dimensional
data generated by the three-dimensional data generation unit
105 and the template data (e.g., FIG. 4) which represents the
thigh of a fetus and has predefined features of a thighbone. In
the case where both data have similar features (resemble), the
subject’s body region specification unit 212 judges that the
object represented by the three-dimensional data is a thigh.
[0114] The ultrasound diagnostic apparatus 2 according to
Embodiment 2 is configured as has been described above.
[0115] FIG. 14 is a flowchart for describing the measure-
ment reference image selection process performed by the
ultrasound diagnostic apparatus according to Embodiment 2
of the present disclosure. The constituent elements that are
the same as those in FIG. 8 use the same reference numerals,
and the description thereof shall not be repeated.

[0116] The difference between FIG. 14 and FIG. 8 is that
step S35 is added.

[0117] In step S35, the subject’s body region specification
unit 212 judges that the object represented by the three-
dimensional data generated by the three-dimensional data
generation unit 105 is a region, for instance, a head, an abdo-
men, or a thigh. The judgment is based on the three-dimen-
sional features of the hyperechoic region (three-dimensional
form and location information of the hyperechoic region)
extracted by the hyperechoic region extraction unit 106. The
subject’s body region specification unit 212 thus specifies the
region in the body of the subject (three-dimensional data)
which is being observed.

[0118] Next, the ultrasound diagnostic apparatus 2 pro-
ceeds to step S40, and the cut plane obtainment unit 107
obtains two-dimensional images based on the information
indicating the three-dimensional form and location of the
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region specified by the subject’s body region specification
unit 212 and the three-dimensional form and location of the
extracted hyperechoic region.

[0119] For example, in the case where the subject’s body
region specification unit 212 specifies that the region of a
fetus, which is the object represented by the three-dimen-
sional data, is a head, the cut plane obtainment unit 107
extracts a region that corresponds to a septum pellucidum,
based on the three-dimensional features of the extracted
hyperechoic region, determines, based on the extracted
region, the orientation of two-dimensional image in which the
object represented by the three-dimensional data is cut, and
obtains two-dimensional images in the determined orienta-
tion.

[0120] In addition, in the case where the subject’s body
region specification unit 212 specifies that the region of a
fetus, which is the object represented by the three-dimen-
sional data, is an abdomen, the cut plane obtainment unit 107
extracts a region that corresponds to a spine, based on the
three-dimensional features of the extracted hyperechoic
region, determines, based on the extracted region, the orien-
tation of two-dimensional image in which the object repre-
sented by the three-dimensional data is cut, and obtains two-
dimensional images in the determined orientation.

[0121] Furthermore, in the case where the subject’s body
region specification unit 212 specifies that the region of a
fetus, which is the object represented by the three-dimen-
sional data, is a thigh, the cut plane obtainment unit 107
extracts a region that corresponds to a thighbone, based on the
three-dimensional features of the extracted hyperechoic
region, determines, based on the extracted region, the orien-
tation of two-dimensional image in which the object repre-
sented by the three-dimensional data is cut, and obtains two-
dimensional images in the determined orientation.

[0122] Thus, the ultrasound diagnostic apparatus 2 per-
forms the measurement reference image selection process.
[0123] Asdescribed above, the ultrasound diagnostic appa-
ratus 2 according to the present embodiment thus performs
efficient evaluation and reduces the risk of false evaluation.
With this, the ultrasound diagnostic apparatus 2 can further
select, with high accuracy, a cross-section (measurement ref-
erence image) that is appropriate for measurement.

[0124] It should be noted that, in the present embodiment,
the subject’s body region specification unit 212 is configured
to judge based on the features of a hyperechoic region, how-
ever, the examiner may give an instruction via the operation
receiving unit 110. In other words, the subject’s body region
specification unit 212 may specify a region, in the body of the
subject, which is the object represented by the three-dimen-
sional data, according to the examiner’s (operator’s) instruc-
tion received by the operation receiving unit 110. In such
case, although such examiner’s instruction is a step added to
the process, a region in the body of the subject can be pre-
cisely determined, which enables more stable obtainment of
the measurement reference image that is appropriate for mea-
surement.

[0125] According to one or more exemplary embodiments
of the present disclosure, it is possible to realize the ultra-
sound diagnostic apparatus capable of reducing the depen-
dence on the examiner and calculating an estimated fetal
weight with high accuracy and easy operation.

[0126] It should be noted that although it has been
described in the embodiments that the probe 101 and the
ultrasound diagnostic apparatus 100 are separately config-
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ured, the present inventive concept is not limited to these
embodiments. The probe 101 may include part or all of the
processing units included in the ultrasound diagnostic appa-
ratus main body 100.

[0127] In the above description, the ultrasound diagnostic
apparatus main body 100 includes the control unit 102, the
transmission and reception unit 103, the B-mode image gen-
eration unit 104, the three-dimensional data generation unit
105, the hyperechoic region extraction unit 106, the measure-
ment image selection unit 1064, the data storage unit 109, the
measurement and calculation unit 112, and the output unit
113. However, the present inventive concept is not limited to
such configuration. As shown in FIG. 15, the ultrasound diag-
nostic apparatus main body 100 may include a minimum
configuration 100q as a minimum configuration. Namely, the
ultrasound diagnostic apparatus main body 100 may include
the three-dimensional data generation unit 105, the measure-
ment image selection unit 106a, the measurement and calcu-
lation unit 112, the output unit 113 and the control unit 102.
FIG. 15 is a diagram showing the minimum configuration of
the ultrasound diagnostic apparatus according to the exem-
plary embodiments of the present disclosure.

[0128] With the configuration of the ultrasound diagnostic
apparatus 1 which includes at least such minimum configu-
ration 100a, it is possible to realize the ultrasound diagnostic
apparatus capable of reducing the dependence on the exam-
iner and calculating an estimated fetal weight with high accu-
racy and easy operation.

[0129] Furthermore, in the above description, the measure-
ment and calculation unit 112 performs measurements using
the measurement reference images determined by the mea-
surement reference image selection unit 108, and calculates
an estimated weight of a fetus being the subject, based on the
measured lengths of the regions in the body of the subject.
However, the present inventive concept is not limited to this.
The ultrasound diagnostic apparatus main body 100 may
include neither the measurement and calculation unit 112 nor
the output unit 113, and the examiner may calculate an esti-
mated fetal weight based on the lengths of the regions in the
body of the subject, which have been measured using the
measurement reference images determined by the measure-
ment reference image selection unit 108.

[0130] Although the ultrasound diagnostic apparatuses
according to the embodiments of the present disclosure have
been described up to this point, the present inventive concept
is not limited to these embodiments. As long as they do not
depart from the essence of the present inventive concept,
various modifications obtainable through modifications to the
respective embodiments that may be conceived by a person of
ordinary skill in the art as well as an embodiment composed
by the combination of the constituent elements of different
embodiments are intended to be included in the present inven-
tive concept.

[0131] For example, an exemplary embodiment of the
present disclosure may be the method as described herein, or
a computer program for achieving such method by a com-
puter, or a digital signal composed of such computer program.
[0132] Furthermore, an exemplary embodiment of the
present disclosure may be the aforementioned computer pro-
gram or digital signal which is recorded in a computer-read-
able recording medium, such as a flexible disc, a hard disc, a
CD-ROM, an MO, aDVD, a DVD-ROM, a DVD-RAM, aBD
(Blu-Ray Disc), a semiconductor memory or the like. An
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exemplary embodiment of the present disclosure may also be
the digital signal recorded in such recording medium.
[0133] Furthermore, according to an exemplary embodi-
ment of the present disclosure, the aforementioned computer
program or digital signal may be transferred via an electric
communication line, a wireless or wired communication line,
or a network as represented by the Internet, a data broadcast-
ing, etc.

[0134] Anexemplary embodiment of the present disclosure
may be a computer system comprised of a microprocessor
and a memory, in which the memory stores the aforemen-
tioned computer program and the microprocessor is operated
according to such computer program.

[0135] The present inventive concept may be implemented
in other independent computer system by transferring the
aforementioned program or digital signal which has been
recorded in the aforementioned recording medium, or by
transferring such program or digital signal via the aforemen-
tioned network.

[0136] Although only some exemplary embodiments have
been described in detail above, those skilled in the art will
readily appreciate that various modifications may be made in
these exemplary embodiments without materially departing
from the principles and spirit of the inventive concept, the
scope of which is defined in the appended Claims and their
equivalents.

INDUSTRIAL APPLICABILITY

[0137] One or more exemplary embodiments of the present
disclosure are applicable to ultrasound diagnostic appara-
tuses, and can be applied, in particular, to an ultrasound
diagnostic apparatus capable of easily and properly obtaining
measurement reference images for the thorough examination
on the growth of a fetus.

1. An ultrasound diagnostic apparatus comprising:

athree-dimensional data generation unit configured to gen-
erate three-dimensional data for one or more regions in
a body of a subject based on reflected waves reflecting
back from the body of the subject after ultrasound waves
have been transmitted towards the body of the subject;

a measurement image selection unit configured to select,
based on an intensity of the reflected waves, one of
two-dimensional cross-sections that compose the three-
dimensional data, as a measurement reference image
used for measuring a length of each region in the body of
the subject;

a measurement and calculation unit configured to measure
the length of each region in the body of the subject using
the selected measurement reference image, and to cal-
culate an estimated weight of the subject using the mea-
sured lengths; and

an output unit configured to output the calculated estimated
weight.

2. The ultrasound diagnostic apparatus according to claim

15

wherein said measurement image selection unit includes:

a hyperechoic region extraction unit configured to extract,
from the three-dimensional data, a hyperechoic region
which is a region corresponding to the reflected waves
having a reflection intensity that is greater than a thresh-
old value;

a cut plane obtainment unit configured to obtain two-di-
mensional cross-sections that compose the three-dimen-
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sional data, by cutting the three-dimensional data based
on a three-dimensional feature of the extracted hyper-
echoic region; and
a reference image selection unit configured to select one of
the two-dimensional cross-sections as the measurement
reference image used for measuring the length of the
region in the body of the subject.
3. The ultrasound diagnostic apparatus according to claim
25
wherein said cut plane obtainment unit is configured to
determine, based on three-dimensional form and loca-
tion of the extracted hyperechoic region, an orientation
of two-dimensional cross-section in which the three-
dimensional data is cut, and to obtain two-dimensional
cross-sections in the determined orientation.
4. The ultrasound diagnostic apparatus according to claim
2, further comprising
a subject’s body region specification unit configured to
specify the region, in the body of the subject, which
corresponds to the three-dimensional data,
wherein said cut plane obtainment unit is configured to
obtain two-dimensional cross-sections based on infor-
mation indicating three-dimensional form and location
of the region specified by said subject’s body region
specification unit and also based on the three-dimen-
sional form and location of the extracted hyperechoic
region.
5. The ultrasound diagnostic apparatus according to claim
45
wherein said subject’s body region specification unit is
configured to specify that the region in the body of the
subject is at least one of head, abdomen, and thigh, the
region corresponding to the three-dimensional data.
6. The ultrasound diagnostic apparatus according to claim
5, further comprising
an operation receiving unit configured to receive an
instruction from an operator,
wherein said subject’s body region specification unit is
configured to specify the region in the body of the sub-
ject according to the instruction from the operator
received by said operation receiving unit, the region
corresponding to the three-dimensional data.
7. The ultrasound diagnostic apparatus according to claim
55
wherein said subject’s body region specification unit is
configured to specify the region in the body of the sub-
ject based on the three-dimensional form of the
extracted hyperechoic region, the region corresponding
to the three-dimensional data.
8. The ultrasound diagnostic apparatus according to claim
6,
wherein in the case where said subject’s body region speci-
fication unit specifies that the region, in the body of the
subject, which corresponds to the three-dimensional
data, is head, said cut plane obtainment unit is config-
ured to: extract a region of'a septum pellucidum based on
the three-dimensional features of the hyperechoic
region; determine, based on the extracted region, an
orientation of two-dimensional cross-section in which
the three-dimensional data is cut; and obtain two-dimen-
sional cross-sections in the determined orientation.
9. The ultrasound diagnostic apparatus according to claim
6,
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wherein in the case where said subject’s body region speci-
fication unit specifies that the region, in the body of the
subject, which corresponds to the three-dimensional
data, is abdomen, said cut plane obtainment unit is con-
figured to: extract a region of a spine based on the three-
dimensional features of the hyperechoic region; deter-
mine, based on the extracted region, an orientation of
two-dimensional cross-section in which the three-di-
mensional data is cut; and obtain two-dimensional
cross-sections in the determined orientation.

10. The ultrasound diagnostic apparatus according to claim

wherein in the case where said subject’s body region speci-
fication unit specifies that the region, in the body of the
subject, which corresponds to the three-dimensional
data, is thigh, said cut plane obtainment unit is config-
ured to: extract a region of a thighbone based on the
three-dimensional features of the hyperechoic region;
determine, based on the extracted region, an orientation
of two-dimensional cross-section in which the three-
dimensional data is cut; and obtain two-dimensional
cross-sections in the determined orientation.

11. The ultrasound diagnostic apparatus according to claim

11
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wherein said reference image selection unit is configured
to select one of the two-dimensional cross-sections as
the measurement reference image by evaluating a degree
of similarity between a spatial distribution feature of
brightness information represented by each of the two-
dimensional cross-sections and a spatial distribution
feature of brightness information represented by the
measurement reference image.

12. An image processing method comprising:

generating three-dimensional data for a region in a body of
a subject, based on reflected waves reflecting back from
the body of the subject after ultrasound waves have been
transmitted towards the body of the subject;

selecting, based on an intensity of the reflected waves, one
of two-dimensional cross-sections that compose the
three-dimensional data, as a measurement reference
image used for measuring a length of each region in the
body of the subject;

measuring the length of each region in the body of the
subject using the selected measurement reference
image, and calculating an estimated weight of the sub-
ject using the measured lengths; and

outputting the calculated estimated weight.
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LR EH(F)

[ i (S RIR) A ()
e (S IR) A (%)

HAT R E (TR AGE)

FRI& B A
RAAN
IPCH %S

CPCH¥S

L%
S EREESE

BEG®)

REFEAQT RO BEFRISMRESDE | ZHBIRERET ,

HETEMN RN S ERFERGRF R ZEINROSEHHEIK
BER=Z4SHE. BERCLEEBIZHAENGENERGEFET
HASNMXED 3EFEHR=EREN —SEEBEH —FNRTUNEX
KENSMNEEHNKENNESERENEUESRT , A LR
NESERBAUENRENSIMNXBEHKE , AEANENKETEN
KNMGITAEMNERET , ERb kit ENEITER,

BAE MY

US20120232394A1

US13/479905

RFBUNPEI

% FBUNPEI

ZFBUNPEI

TOJI BUNPEI

TOJI, BUNPEI

A61B8/14

2012-09-13

2012-05-24

patsnap

A61B5/1075 A61B5/4362 A61B8/0866 A61B8/0875 A61B8/483 A61B8/5223 GO6F19/3431 A61B8/14

G16H50/30

2010222568 2010-09-30 JP

Espacenet

USPTO

100
S 03— 1
brae ||| Transmisslon and ' 113
reception unit
104 l—{ Output unit
B-mode image
generation unit 112
105 Measurement
" ” 1 and
Three-dimensional " .
data generation unit Control calculahonlgglt
Wmm* 106 junt o
| Hyperecholc region | : || Data
1 | extraction unit storage unit
| 107
/| Cutplane Operation
i| obtainment unit ' receiving unit
;108
106a" | : ¥

; [Measurement reference | :

: (image selection unt

Display unit

A0

A


https://share-analytics.zhihuiya.com/view/a22eeb61-b7a5-4ee0-9ef8-08d284243040
https://worldwide.espacenet.com/patent/search/family/045892300/publication/US2012232394A1?q=US2012232394A1
http://appft.uspto.gov/netacgi/nph-Parser?Sect1=PTO1&Sect2=HITOFF&d=PG01&p=1&u=%2Fnetahtml%2FPTO%2Fsrchnum.html&r=1&f=G&l=50&s1=%2220120232394%22.PGNR.&OS=DN/20120232394&RS=DN/20120232394

