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Description
TECHNICAL FIELD

[0001] The present invention relates to an ultrasonic diagnosis apparatus that irradiates an interior of a living body
with ultrasound in a radial manner, receives and scans an echo of the ultrasound, obtains ultrasound image data from
the scanning, and outputs and displays an ultrasound image of the interior of the living body based on the obtained
ultrasound image data.

BACKGROUND ART

[0002] Conventionally, an ultrasonic diagnosis apparatus is widely used as a medical diagnosis apparatus that allows
for a real-time observation of an interior of a living body. The ultrasonic diagnosis apparatus performs a sector scan by
irradiating the interior of the living body with ultrasound and by receiving an ultrasound echo from a living tissue of the
living body to generate and output an ultrasound image of the interior of the living body. On using the ultrasonic diagnosis
apparatus, an operator recalls known anatomic positional relations of respective organs and tissues inside the living
body and keeps the same in mind. While observing the ultrasound image, the operator estimates an anatomic position
of a currently observed region inside the living body based on the above knowledge and makes medical diagnosis on
the living body. For a support of such diagnosis, one conventionally proposed ultrasonic diagnosis apparatus outputs
and displays a guide image to help the operator to track down the anatomic position of a region inside the living body
whose ultrasound image the operator currently observes.

[0003] For example, the above mentioned conventional ultrasonic diagnosis apparatus includes an ultrasonic probe
which is arranged outside a subject and irradiates an interior of the subject, i.e., the living body, with ultrasound from
outside the subject, and an anatomical chart database in which anatomic illustrative images are stored. The conventional
ultrasonic diagnosis apparatus detects position and orientation of an ultrasonic transducer provided in the ultrasonic
probe, selects an illustrative image, which matches with anatomic position and orientation extracted from the detected
position and orientation, from the anatomical chart database, and outputs and displays the selected illustrative image.
Further, the operator adjusts a contact position and a contact orientation of the ultrasonic probe before starting the
diagnosis so that a predetermined section (reference plane) of the living body coincides with a scanning plane of the
ultrasonic probe. Thus, the conventional ultrasonic diagnosis apparatus can automatically select an illustrative image
from the anatomical chart database according to the position and the orientation of the ultrasonic transducer (see Patent
Document 1).

[0004] One mannerof matching the reference plane and the scanning planeis: firstly, the ultrasonic diagnosis apparatus
displays a bone structure chart which is formulated based on information of a constitution of a subject; then, an operator
optionally sets the reference plane on the bone structure chart, and adjusts the contact position and the contact orientation
of the ultrasonic probe so that the reference plane coincides with the scanning plane. Another manner of matching is:
firstly, the ultrasonic diagnosis apparatus displays a bone structure chart corresponding to a current contact state of the
ultrasonic probe, and an operator sets coordinates of the reference plane which coincides with the scanning plane of
the ultrasonic probe on the bone structure chart. The ultrasonic diagnosis apparatus matches the scanning plane of the
ultrasonic probe and the reference plane on the bone structure chart in the above described manners, thereby matching
a coordinate system of the ultrasonic probe (coordinate system the ultrasonic diagnosis apparatus recognizes) with a
coordinate system on the living body.

[0005] Patent Document 1: Japanese Patent Laid-Open No. 2002-263101 (KOKAI)

[0006] Document2003/0231789 A1 discloses a system and a method for locating an imaging device within or outside
of a body and for displaying a graphical representation of the imaging pattern associated with the imaging device within
a global representation of the body. The body tissue imaging system comprises a composite image generator which
produces composite image including a graphical representation of an imaging device and its imaging pattern within the
global representation of the body. For placing a graphical representation of the imaging device within the global repre-
sentation of the body tissue based on the geometric positions, the composite image generator retrieves the global
representation of the body tissue from a global representation device and receives the geometric positions of the imaging
device. Further, the composite image generator receives the position and orientation of an imaging element of the
imaging device in a 3-D coordinate system from animage element locator. Then, the composite image generator retrieves
the graphical representation of the imaging pattern from an image pattern generator, wherein the composite image
generator positions the graphical representation of the imaging pattern within the global representation of the body tissue
at the coordinates of the imaging element in the 3-D coordinate system. Moreover, the composite image generator
orientates the graphical representation of the imaging pattern within the global representation of the body tissue and the
imaging device. Finally, the composite image is displayed on a composite image display, in order to enable a physician
to guide the imaging device to a site of interest within the body tissue.
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[0007] Document EP 1 543 776 A1 discloses an ultrasonograph comprising an ultrasonic image creating unit, a
schematic diagram data creating unit, an image synthesizing unit, and a schematic diagram data storing unit. The
schematic diagram data creating unit reads from the schematic diagram data storing unit schematic diagram data
corresponding to attitude position signals indicating the attitude of an object obtained from a position/orientation detecting
unit and the position for scanning ultrasonic wave in the mechanical scan type ultrasonic endoscope. Then, the image
synthesizing unit synthesizes the ultrasonic image created by the ultrasonic image creating unit and the schematic
diagram data created by the schematic diagram data creating unit. Further, a display displays on the same screen the
ultrasonic image and the schematic diagram corresponding to the position for scanning ultrasonic wave.

[0008] Document Roch M. Comeau et al: "Intraoperative US in Interactive Image-guided Neurosurgery", RadioGraph-
ics: A review publication of the Radiological Society of North America, vol. 18, no. 4, July 1998, pages 1019 to 1027,
XP-002533708 discloses an ultrasound-based image-guide neurosurgery system including a tracking arm which meas-
ures the position and orientation of a transducer and which reports these parameters to the image-guided system. Firstly,
the subject is imaged with magnetic resonance imaging and the resulting volume information is transferred to the image-
guided neurosurgery system. Further, the subject is imaged with the ultrasound scanner, wherein the image orientation
information is fed into the image-guided neurosurgery system. Then, blood vessels and ventricles that intersected the
image plane were visualized and were compared by means of an interactive image overlay tool. Moreover, this tool
allows a region of interest to be defined and permits the operator to interactively move the region of interest over the
magnetic resonance or ultrasound image and overlay the associated image within the region of interest. Further, the
image-guided neurosurgery system can map intraoperative ultrasound information to preoperative magnetic resonance
imaging data.

[0009] Further, document EP 1 504 721 A1 discloses an ultrasonic diagnostic apparatus comprising an ultrasonic
image processing portion with an ultrasonic signal processing circuit, a guide image creating circuit, an image mixing
circuit, and a display circuit. The guide image creating circuit creates an ultrasonic guide image as an auxiliary image
illustrating a relationship between a locus of the distal end of an endoscope insert portion and a position and direction
of a given ultrasonic image based on the position and direction data from a position and direction calculating circuit.
Further, the guide image creating circuit synthesizes ultrasonic image markers, direction-of-12-o’clock markers and a
locus marker and creates the guide image as well as a magnetic sensor unit marker. The image mixing circuit creates
display image data for displaying an ultrasonic image, the guide image and an optical image from an optical image
processing portion by selectively combining these images such that these images can be compared.

[0010] Further, technological background can by found e.g. in EP 1 354 557 A1 and Jeannette L. Herring et al: "Surface-
Based Registration of CT Images to Physical Space for Image-Guided Surgery of the Spine: A Sensitivity Study", IEEE
Transactions on Medical Imaging , vol. 17, no. 5, October 1998, XP-1065915, pages 743 to 752.

DISCLOSURE OF INVENTION
PROBLEM TO BE SOLVED BY THE INVENTION

[0011] However, the ultrasonic diagnosis apparatus described in Patent Document 1 has following problems. Firstly,
the ultrasonic diagnosis apparatus is structured so as to automatically select and display an illustrative image which is
closest to an observation position from the database in which plural illustrative images are stored. Hence, when an
appropriate illustrative image is not previously stored in the anatomic chart database, a selected illustrative image may
not strictly match with a position of the scanning plane of the ultrasonic transducer. Hence, the selected illustrative image
is not always a guide image which correctly represents the observation position.

[0012] Secondly, according to the first specific technique to match the scanning plane with a specific section (reference
plane) of the living body, the ultrasonic diagnosis apparatus displays the bone structure chart formulated based on the
constitution information of the subject on a monitor, designates the reference plane optionally on the bone structure
chart, and adjusts the contact of the probe so that the scanning plane coincides with the reference plane. Further,
according to the second specific technique, the ultrasonic diagnosis apparatus designates coordinates that match with
the scanning plane in the current contact state of the probe on the bone structure chart. When the matching is performed
according to the above-described two techniques, naturally the operator cannot visually check the scanning plane of
the ultrasound, or a condition inside the living body. Therefore, it is difficult to strictly match the scanning plane with the
reference plane, and the coordinates matched with the scanning plane are not very precise. Further, Patent Document
1 mentioned above does not describe what the coordinate system of the probe and the coordinate system on the living
body particularly are. Still further, Patent Document 1 does not describe a specific manner of calculation for matching
the coordinate system of the probe with the coordinate system on the living body. In other words, the conventional
ultrasonic diagnosis apparatus is not immune to the lack of precision in strictly matching the reference plane with the
scanning plane, or in designating the coordinates that matches with the scanning plane. As a result, similarly to the
problem mentioned earlier, the selected illustrative image is not always a guide image which correctly represents the
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observation position.

[0013] The present invention is provided in view of the foregoing, and an object of the present invention is to provide
an ultrasonic diagnosis apparatus which can output and display a guide image which precisely and anatomically corre-
sponds with an ultrasound image which is employed for an observation of an interior of a subject.

MEANS FOR SOLVING PROBLEM

[0014] The presentinvention is defined by independent claim 1. Specified embodiments are defined by the dependent
claims. In order to solve the problems as described above and to achieve an object, an ultrasonic diagnosis apparatus
according to the invention may perform a scan of an interior of a subject to obtain two-dimensional image data of the
interior, detect a position and an orientation of a scanning plane of the scan according to which the two-dimensional
image data is obtained, and generate and output a two-dimensional ultrasound image of the interior based on the position
and the orientation detected and the two-dimensional image data. The ultrasonic diagnosis apparatus may include an
image processing controlling unit that creates a guide image which corresponds to an anatomical position and orientation
of the two-dimensional ultrasound image based on anatomical image data which is previously stored as anatomical
image data of a human body; and a display unit that outputs and displays various types of images including the guide
image and the two-dimensional ultrasound image so that plural images are simultaneously output and displayed.
[0015] Further, the ultrasonic diagnosis apparatus according to the invention further includes an input unit that desig-
nates and inputs feature points that indicate anatomically characteristic positions on the anatomical image data, and a
sample point detecting unit that detects sample points from positions of the subject, the positions anatomically corre-
sponding to the feature points, and the image processing controlling unit makes the guide image correspond to the
anatomical position and orientation of the two-dimensional ultrasound image based on the feature points, the sample
points, and

the detected position and orientation.

[0016] Still further, in the ultrasonic diagnosis apparatus according to the invention, the image processing controlling
unit calculates a sectional plane of the anatomical image data based on the feature points, the sample points, and the
detected position and orientation, creates sectional image data corresponding to a sectional image on the sectional
plane based on the anatomical image data, and creates the guide image based on the sectional plane and the sectional
image data.

[0017] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the input unit inputs at least
four of the feature points, and the sample point detecting unit detects at least four sample points each anatomically
correspond to the at least four feature points, respectively.

[0018] Still further, the ultrasonic diagnosis apparatus according to still another aspect further includes a probe that
is inserted inside a body cavity, and the sample point detecting unit is arranged at a distal end of the probe to detect the
sample points from inside the body cavity of the subject.

[0019] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the probe has an optical
observation unit which obtains an optical image inside the body cavity of the subject, the display unit displays the optical
image obtained by the optical observation unit, and the sample point detecting unit detects the sample points from inside
the body cavity of the subject while the display unit displays the optical image.

[0020] Still further, in the ultrasonic diagnosis apparatus according to the invention, the image processing controlling
unit sets a feature point three-axis coordinate system on the anatomical image data based on the feature points, sets
a sample point three-axis coordinate system that anatomically corresponds to the feature point three-axis coordinate
system on the two-dimensional image data based on the sample points, converts the detected position and orientation
into a position and an orientation on the sample point three-axis coordinate system, converts the position and the
orientation obtained as a result of conversion into a position and an orientation on the feature point three-axis coordinate
system, and calculates the sectional plane based on the position and the orientation on the feature point three-axis
coordinate system obtained as a result of conversion.

[0021] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the anatomical image data
is plural pieces of slice image data each correspond to slice images taken along transverse sections that are vertical to
a body axis of the human body, the input unit designates and inputs the feature points on the slice image displayed as
the anatomical image, and the image processing controlling unit interpolates on nodal lines between the sectional plane
and the plural pieces of slice image data to create the sectional image data.

[0022] Still further, in the ultrasonic diagnosis apparatus according to the invention, the sample point detecting unit
includes a reference sample point detecting unit that is arranged on a body surface of the subject and that detects a
reference sample point that corresponds to an anatomically characteristic position near the body surface, and the image
processing controlling unit sets the sample point three-axis coordinate system whose origin is the reference sample
point detected by the reference sample point detecting unit among the sample points.

[0023] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the sample point detecting
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unit further detects an orientation of the reference sample point detected by the reference sample point detecting unit,
and the image processing controlling unit corrects coordinates of the four sample points and coordinates of the four
sample points after a change attributable to a change in posture of the subject based on positions of the four sample
points and the orientation of the reference sample point among the four sample points.

[0024] Still further, the ultrasonic diagnosis apparatus according to still another aspect further includes an image
creating unit that creates the anatomical image data using a desired human body, and a communicating unit that transmits
the anatomical image data from the image creating unit to the image processing controlling unit.

[0025] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the anatomical image data
is anatomical three-dimensional image data of the human body, the input unit designates a cut position of the three-
dimensionalimage data, and designates and inputs the feature points on the three-dimensional image data corresponding
to the cut position, the image processing controlling unit creates the sectional image data by cutting the three-dimensional
image data along the sectional plane.

[0026] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the image creating unit
includes one of an X-ray CT apparatus, an MRI apparatus, and a PET apparatus.

[0027] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the sample points anatom-
ically correspond to four of an ensiform cartilage, a right end of pelvis, a pylorus, a duodenal papilla, and a cardiac orifice.
[0028] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the anatomical image data
is previously classified with respect to each region.

[0029] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the anatomical image data
is previously colored and classified with respect to each region.

[0030] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the input unitinputs a rotation
angle of the two dimensional ultrasound image or the guide image around an image center as a rotation center, and the
image processing controlling unit sequentially creates and outputs a two-dimensional ultrasound image without changing
a direction of a normal line of the two-dimensional ultrasound image and setting the rotation angle at a direction perpen-
dicular to the direction of the normal line, or sequentially creates and outputs a guide image without changing a direction
of a normal line of the guide image and setting the rotation angle at a direction perpendicular to the direction of the
normal line.

[0031] Still further, in the ultrasonic diagnosis apparatus according to still another aspect,

the image processing controlling unit sequentially creates and outputs a guide image without changing a direction of a
normal line of the guide image and setting the rotation angle in a direction perpendicular to the direction of the normal
line, and sequentially creates and outputs a two-dimensional ultrasound image without changing a direction of a normal
line of the two-dimensional ultrasound image and setting the rotation angle at a direction perpendicular to the direction
of the normal line.

[0032] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the input unit inputs the
rotation angle which is variable according to an amount of input of the input unit.

[0033] Still further, the ultrasonic diagnosis apparatus according to still another aspect, further includes a position
detecting unit that detects a central position and a direction of a normal line of a scanning plane of the scan, which is a
radial scan, the position detecting unit has previously set default orientation data concerning a direction perpendicular
to the direction of the normal line, and the image processing controlling unit makes the central position detected and the
direction of the normal line detected match with the orientation of the two-dimensional ultrasound image and the orientation
of the guide image according to the default orientation data based on the rotation angle.

[0034] Still further, in the ultrasonic diagnosis apparatus according to still another aspect, the input unit further inputs
identification information to identify the two-dimensional ultrasound image, and the image processing controlling unit
associates

the identification information with the two-dimensional ultrasound image and the guide image for every input identification
information, searches for a two-dimensional ultrasound image based on the input identification information, and makes
the display unit display a found two-dimensional ultrasound image and a guide image associated with the found two-
dimensional ultrasound image.

[0035] Still further, the ultrasonic diagnosis apparatus according to still another aspect further includes an inserted
shape detecting unit that detects an inserted shape of an insertion portion, which is insertable inside the body, of the
probe that performs the scan, and the image processing controlling unit makes the display unit display an inserted shape
image which indicates the inserted shape together with the two-dimensional ultrasound image and the guide image.
[0036] Still further, the ultrasonic diagnosis apparatus according to still another aspect further includes an electronic
radial scanning type probe that includes plural ultrasonic transducers arranged in a circle, the ultrasonic transducers
transmitting and receiving ultrasound in a predetermined order inside the body, to perform the scan.
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EFFECT OF THE INVENTION

[0037] According to the present invention, the ultrasonic diagnosis apparatus can be realized, according to which: the
two-dimensional image data which is obtained through an imaging of a section inside the subject and the guide image
data which precisely corresponds with the two-dimensional image data in anatomical sense with respect to the position
and orientation thereof can be readily created on real time; and the two-dimensional ultrasound image

which corresponds to the two-dimensional image data and the guide image which is previously colored with respect to
each organ and which precisely corresponds to the two-dimensional ultrasound image in anatomical sense with respect
to the position and the orientation of organs or the like can be sequentially output and displayed on real time.

[0038] By employing the ultrasonic diagnosis apparatus, the operator can simultaneously confirm the two-dimensional
ultrasound image and the guide image. Hence, the operator can correctly and easily recognize which position of the
subject the current two-dimensional ultrasound image indicates in anatomical sense by referring to the colored organ
image shown in the guide image, for example, whereby the operator can easily locate an interest region such as path-
ological lesions inside the subject, observes the interest region precisely, and thereby efficiently make a precise medical
diagnosis of the subject. Therefore, the ultrasonic diagnosis apparatus of the present invention is far more useful in a
medical sense than the conventional ultrasonic diagnosis apparatus which radiates the ultrasound from outside the
subject, and in particular, contributes to the reduction in an examination time of the subject and the reduction of time
required for training the immature operator.

BRIEF DESCRIPTION OF DRAWINGS
[0039]

FIG. 1 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according to a first
embodiment of the present invention;

FIG. 2 is a schematic diagram illustrating one example of a marker coil and one example of a plate;

FIG. 3 is a schematic diagram illustrating a state in which an orthogonal coordinate system is set on a receiver coil;
FIG. 4 is a flowchart illustrating a processing procedure up to an output and display of a two-dimensional ultrasound
image and a guide image in an aligned manner on one screen;

FIG. 5is a schematic diagram of an exemplary display of the two-dimensional ultrasound image and the guide image
in an aligned manner on one screen;

FIG. 6 is a flowchart illustrating a processing procedure up to a completion of a feature point setting process;

FIG. 7 is a schematic diagram illustrating an operation of setting a feature point on slice image data;

FIG. 8 is a flowchart illustrating a processing procedure up to a completion of a sample point setting process;

FIG. 9 is a flowchart illustrating a processing procedure up to a completion of a guide image creating process;
FIG. 10 is a schematic diagram illustrating a relation between a two-dimensional image plane and a three-axis
coordinate system based on sample points;

FIG. 11 is a schematic diagram illustrating an operation of calculating a guide image plane and position data thereof;
FIG. 12 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according to a
second embodiment of the present invention;

FIG. 13 is a flowchart illustrating a processing procedure up to a completion of a feature point setting process with
volume data;

FIG. 14 is a schematic diagram illustrating an operation of setting a section of the volume data;

FIG. 15is a schematic diagram illustrating an example of the volume data and a sectional image output and displayed
on one screen in an aligned manner;

FIG. 16 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according to a
third embodiment of the present invention;

FIG. 17 is a schematic diagram illustrating an example of a guide image and a two-dimensional ultrasound image
to which a rotating process is performed both output and displayed on one screen;

FIG. 18 is a schematic diagram illustrating an example of the two-dimensional ultrasound image and the guide image
to which the rotating process is performed both output and displayed on one screen;

FIG. 19 is a schematic diagram illustrating an example of the two-dimensional ultrasound image to which the rotating
process is performed and the guide image to which the rotating process is performed, both output and displayed
on one screen;

FIG. 20 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according to a
fourth embodiment of the present invention;

FIG. 21 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according to a
fith embodiment of the present invention;
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FIG. 22 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according to a
sixth embodiment of the present invention;

FIG. 23 is a schematic diagram illustrating an example of a display of a two-dimensional ultrasound image, a guide
image, and an inserted shape image of a same timing;

FIG. 24 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according to a
seventh embodiment of the present invention; and

FIG. 25 is a schematic diagram illustrating a structure of a distal end of an electronic radial scan type probe.

EXPLANATIONS OF LETTERS OR NUMERALS
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1, 21, 31, 41, 51, 61, 71 Ultrasonic diagnosis apparatus
2, 72 Probe

3, 73 Insertion portion

3a Ultrasonic transducer

3b Shaft

3c Optical observation window

3d Lens

3e CCD camera

4, 74 Operation portion

4a Motor

4b Rotary encoder

5 Ultrasonic observation device

6, 45 Position data calculating device
7,44, 64, 75 Transmission coil

8 Marker coil

9 Plate

10 Receiver coll

11 Input device

12 Display device

13, 22, 32, 42, 52, 62 Image processing device
14 Image storing unit

15 Display circuit

16, 23, 33, 43, 53, 63 Controlling unit
16a Storing unit

16b Timer

16¢, 63a Image creating unit

16d Mixing unit

16e Correcting unit

17 Optical observation device

24 Communication circuit

25 Three-dimensional MRI device

26 X ray three-dimensional helical CT device
27 Network

33a Rotating processing unit

45a Default position data

53a Image searching unit

73a Ultrasonic transducer group

73b Signal line

C(ts), C'(ts) Central position

CBD, CBDy Common bile duct

d1 to d8 Mark

DG Sectional image

FM Image information plane marker
GF Guide image plane

GG Guide image

H, costa
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IG Inserted shape image

K, K1, K2 Cursor

Pg. P¢, P, P53 Sample point

P’o, P’4, P’5, P’3 Feature point

PD, PD, Pancreatic duct

PV, PV, Portal vein

RH Radial scanning plane

R(ts), R’(ts) Optional point

SD, to SDy, SD,,, SDy, Slice image data
SDG Slice image data group

SGn Slice image

UF Two-dimensional image plane

UG Two-dimensional ultrasound image V(t), V(ts), V'(ts), V45(1), V45(ts), V45’ (ts) Directional vector
VD Volume data

VF Frame

BEST MODE(S) FOR CARRYING OUT THE INVENTION

[0041] Exemplary embodiments of an ultrasonic diagnosis apparatus according to the present invention will be de-
scribed in detail below with reference to the accompanying drawings. It should be noted that the present invention is not
limited to the embodiments.

FIRST EMBODIMENT

[0042] FIG. 1 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according to
a first embodiment of the present invention. In FIG. 1, an ultrasonic diagnosis apparatus 1 includes a probe 2 which has
an insertion portion 3 to be inserted inside a subject and an operation portion 4 to be employed for an operation of the
insertion portion 3, an ultrasonic observation device 5, a position data calculating device 6, a transmission coil 7 having
plural coils, a marker coil 8, a plate 9 having plural coils, a receiver coil 10, an input device 11, a display device 12, an
image processing device 13, and an optical observation device 17. An ultrasonic transducer 3a is rotatably embedded
at a distal end side of the insertion portion 3, and the operation portion 4 is arranged at a back end of the insertion portion
3. Near the ultrasonic transducer 3a, the transmission coil 7 is arranged in a detachable manner. Further, the insertion
portion 3 includes a shaft 3b which serves as a rotation axis of the ultrasonic transducer 3a, and the operation portion
4 includes a motor 4a and a rotary encoder 4b. The motor 4a is connected to the ultrasonic transducer 3a via the shaft
3b. The rotary encoder 4b is connected to the motor 4a. The ultrasonic observation device 5 is electrically connected
to the ultrasonic transducer 3a, the motor 4a, and the rotary encoder 4b via a power switch (not shown) provided in the
operation portion 4, a cable, or the like. The position data calculating device 6 is electrically connected to the transmission
coil 7, the marker coil 8, the plate 9, and the receiver coil 10 via a cable or the like. Further, the probe 2 includes an
optical observation window 3c which is made with a cover glass, a lens 3d, a CCD (Charge Coupled Device) camera
3e, and an illumination light irradiation window (not shown) which irradiates an inside of a body cavity with illumination
light. The CCD camera 3e is electrically connected with the optical observation device 17 via a cable or the like. The
image processing device 13 is electrically connected to the ultrasonic observation device 5, the position data calculating
device 6, the input device 11, the display device 12, and the optical observation device 17 via a cable or the like.
[0043] In the probe 2, the ultrasonic transducer 3a rotates and repeatedly and radially transmits/receives ultrasound
while the insertion portion 3 is inside the subject, whereby a radial scan of the interior of the subject is performed. The
insertion portion 3 is formed with a flexible member, and has an elongated cylindrical shape as appropriate for the
insertion into the subject. The ultrasonic transducer 3a is made from piezoceramic such as barium titanate, and lead
zirconate titanate. The ultrasonic transducer 3a has a function of converting a pulsing voltage applied from the ultrasonic
observation device 5 into ultrasound by inverse piezoelectric effect, and a function of converting a reflective wave (echo)
of the ultrasound into electric signals (scan signals) by piezoelectric effect and outputting the electric signals to the
ultrasonic observation device 5. The shaft 3b is a flexible shaft, and functions as a flexible rotation axis which conveys
the rotary drive of the motor 4a to the ultrasonic transducer 3a. Hence, the ultrasonic transducer 3a rotates around the
rotation axis which lies substantially in the same direction as a direction of the insertion of the insertion portion 3 into
the subject.

[0044] The operation portion 4 has a function of bending the distal end of the insertion portion 3 in response to a
manipulation by an operator, i.e., a person who performs an intracorporeal observation or a diagnosis of the subject.
The bent portion includes a portion where the ultrasonic transducer 3a and the transmission coil 7 are arranged. When
the operator manipulates the power switch in the operation portion 4 or gives a predetermined command from the input
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device 11 via the image processing device 13 and the ultrasonic observation device 15, thereby turning a power supply
on, the ultrasonic transducer 3a, the motor 4a, the rotary encoder 4b, and the ultrasonic observation device 5 are
electrically connected. In this state, the ultrasonic observation device 5 can apply pulsing voltage (pulse voltage) of
approximately 100 V to the ultrasonic transducer 3a, and driving direct current voltage of approximately 12 V to the
motor 4a, while receiving electric signals from the rotary encoder 4b. The motor 4a gives rotary drive using the driving
direct current voltage applied by the ultrasonic observation device 5 and conveys the rotary drive to the ultrasonic
transducer 3a via the shaft 3b. Thus, the motor 4a rotates the ultrasonic transducer 3a around the shaft 3b as the rotation
axis. Further, the rotary encoder 4b detects a rotation angle of the rotary drive by the motor 4a, and outputs electric
signals (angle detection signals) corresponding to the detected rotation angle to the ultrasonic observation device 5.
[0045] The optical observation window 3c is arranged near the ultrasonic transducer 3a or the transmission coil 7, for
example, at a position 0.5 cm away from the transmission coil 7. The above described illumination light irradiation window
(not shown) passes the illumination light to illuminate the interior of the subject. An image of a surface of a lumen inside
the subject passes through the optical observation window 3¢ and the lens 3d and is focused on the CCD camera 3e.
The CCD camera 3e outputs electrical signals (CCD signals) corresponding to the focused image to the optical obser-
vation device 17. The optical observation device 17 creates data of the image of the surface of the lumen inside the
body cavity of the subject based on the CCD signals sent from the CCD camera 3e, and outputs the resulting data as
optical image data to a controlling unit 16 inside the image processing device 13.

[0046] The ultrasonic observation device 5 includes, for example, a detecting circuit, an amplifying circuit, an A/D
converting circuit, and a coordinates converting circuit. The ultrasonic observation device 5 performs known processes
such as an envelope detecting process, a logarithmic amplifying process, an A/D converting process, and a coordinates
converting process from a polar coordinate system to an orthogonal coordinate system using scan signals sequentially
received from the ultrasonic transducer 3a and angle detection signals received from the rotary encoder 4b. Thus, the
ultrasonic observation device 5 sequentially creates one piece of two-dimensional image data for every portion of se-
quentially received scan signals, in other words, for every performance of the above described radial scan. Thereafter,
the ultrasonic observation device 5 sequentially transmits the created two-dimensional image data to the image process-
ing device 13. Here, the two-dimensional image data is digital image data which corresponds to a two-dimensional
ultrasound image of the interior of the subject obtained by the radial scan. In the two-dimensional image data, a reference
direction is set in a direction parallel to a two-dimensional image plane based on the above described angle detection
signal. In the first embodiment, the reference direction will be referred to as a direction of twelve o’clock, i.e., upward
direction of the two-dimensional ultrasound image, hereinafter.

[0047] When the operator turns the power switch (not shown) provided in the position data calculating device 6 on,
the position data calculating device 6 supplies electric currents to the transmission coil 7, the marker coil 8, and the plate
9 via the cable or the like and receives the electric signals from the receiver coil 10. Specifically, the position data
calculating device 6 excites respective coils forming the transmission coil 7, the marker coil 8, and the plate 9 at different
frequencies. Thereafter, the position data calculating device 6 receives the electric signals from the receiver coil 10. The
received electric signals correspond to respective alternating magnetic fields generated from the coils of the transmission
coil 7, the marker coil 8, and the plate 9. The receiver coil 10 detects each of the alternating magnetic fields generated
from the coils forming the transmission coil 7, the marker coil 8, and the plate 9, and converts the detected alternating
magnetic fields into the electric signals. At the same time, the receiver coil 10 transmits the electric signals to the position
data calculating device 6 as position detection signals.

[0048] The position data calculating device 6 divides the position detection signals from the receiver coil 10 with respect
to each frequency, thereby dividing the received position detection signal with respect to each alternating magnetic field.
In other words, the position data calculating device 6 obtains the position detection signal attributable to the alternating
magnetic field of each coil forming the transmission coil 7, the marker coil 8, and the plate 9 by separating the received
position detection signals. Then, the position data calculating device 6 calculates data (position data) of a position and
an orientation of each of the transmission coil 7, the marker coil 8, and the plate 9 based on the respective obtained
position detection signals, and transmits the calculated position data to the image processing device 13.

[0049] The transmission coil 7 includes a first coil and a second coil. An axis of winding (coil axis) of the first coil is
fixed in a direction of the rotation axis of the ultrasonic transducer 3a, i.e., the direction of the insertion axis of the insertion
portion 3 into the subject. An axis (coil axis) of the second coil is fixed in a direction of 12 o’clock of the two-dimensional
ultrasound image, i.e., a reference direction based on the angle detection signal from the rotary encoder 4b, i.e., a
direction perpendicular to the direction of the insertion axis. As described above, the transmission coil 7 is arranged in
a detachable manner in the vicinity of the ultrasonic transducer 3a, i.e., a position approximately 0.5 to 1 cm away from
the ultrasonic transducer 3a. Here, the transmission coil 7 is fixed so that a distance from the ultrasonic transducer 3a
and an orientation of the transmission coil 7 are substantially constant. Therefore, the position and the orientation of
each of the first coil and the second coil are fixed substantially constant with respect to the ultrasonic transducer 3a.
The transmission coil 7 generates an alternating magnetic field when the position data calculating device 6 supplies
electric currents to the first coil and the second coil. The position data calculating device 6, as described above, can



10

15

20

25

30

35

40

45

50

55

EP 1 741 390 B1

obtain the position data on the position and the orientation of the ultrasonic transducer 3a based on each of the position
detection signals corresponding to the respective alternating magnetic fields from the first coil and the second coil. When
the transmission coil 7 is arranged near the ultrasonic transducer 3a, the transmission coil 7 may be arranged onto an
outer wall of the insertion portion 3 in a detachable manner. It is desirable, however, that the transmission coil 7 be
buried inside the insertion portion 3 in a detachable manner.

[0050] The marker coil 8 incorporates a coil which converts the electric currents supplied from the position data
calculating device 6 into a predetermined alternating magnetic field. The marker coil 8 has a stick-like shape. The
incorporated coil is arranged at a distal end side of the stick-like marker coil 8. When the position data calculating device
6 supplies electric currents to the marker coil 8 while the marker coil is in contact with a surface of the subject body, the
marker coil 8 generates an alternating magnetic field which indicates a position near the body surface. The position data
calculating device 6, as described above, can obtain the position data on the contact position on the surface of the
subject body based on the position detection signal corresponding to the alternating magnetic field from the marker coil 8.
[0051] The plate 9 incorporates three coils that convert the electric currents supplied from the position data calculating
device 6 into a predetermined alternating magnetic field. The plate 9 has a plate-like shape such as an oval shape so
as to be easily attachable to the body surface of the subject. If the position data calculating device 6 supplies electric
currents to the plate 9 while the plate is in contact with the body surface of the subject, the plate 9 generates an alternating
magnetic current that indicates a position near the body surface. Further, the three coils of the plate 9 are arranged in
the plate 9 in such a manner that coil axes of the respective coils are not located linearly. Depending on the arrangement
of the three coils, an orthogonal coordinate system x"y"z", in which x"-axis, y"-axis, and z"-axis intersect with each other
at right angles at an origin O", is previously set in the plate 9. The orthogonal coordinate system x"y"z" is fixed on the

plate 9. Hence, when the plate 9 moves, the orthogonal coordinate system x"y"z" moves accordingly. The setting of the
orthogonal coordinate system x"y"z" to the plate 9 will be described later.

[0052] The receiver coil 10 includes plural coils. The receiver coil 10 detects each of the alternating magnetic fields
generated from the transmission coil 7, the marker coil 8, and the plate 9, and converts the detected alternating magnetic
fields into the position detection signals. At the same time, the receiver coil 10 transmits the generated position detection
signals to the position data calculating device 6. Further, an orthogonal coordinate system xyz, in which three axes, i.e.,
x-axis, y-axis, and z-axis intersect at right angles with each other at an origin O, is set on the receiver coil 10. The
orthogonal coordinate system xyz is fixed to the receiver coil 10. Since the receiver coil 10 does not move in a subsequent
operation, a position and an orientation of the orthogonal coordinate system xyz are fixed in a space. The orthogonal
coordinate system xyz is employed to represent the position data calculated by the position data calculating device 6,
i.e., positions inside the subject body detected by the transmission coil 7, the marker coil 8, and the plate 9, and the
position and the orientation of the ultrasonic transducer 3a. The setting of the orthogonal coordinate system xyz on the
receiver coil 10 will be described later.

[0053] The input device 11 is realized as one or a combination of a keyboard, a touch panel, a track ball, a mouse, a
joystick, and the like. The input device 11 is employed to input various types of information to the image processing
device 13. The input information includes, for example, command information to indicate a start, an end, or a switching
of various processes and operations performed by the ultrasonic diagnosis apparatus 1, such as radial scan described
above, and display of various types of images on the display device 12, coordinate information concerning the three-
axis orthogonal coordinate system set on the receiver coil 10, and coordinate information of a feature point described
later. When the keyboard or the touch panel is employed, the operator inputs or selects desired command information
or coordinate information, or, the operator directly inputs from information menu or a coordinate position as displayed
on the display device 12 or the touch panel. Thus, the desired command information or the coordinate information is
input. On the other hand, when the track ball, the mouse, or the joystick is employed, the operator selects desired
command information from the information menu displayed on the display device 12, or the operator directly designates
a coordinate position as displayed on the display device 12. Thus, the desired command information or the coordinate
information is input. Specifically, the operator manipulates the track ball, the mouse, or the joystick, to move a cursor or
the like displayed on the display device 12 to a position where an option of desired command information or a desired
coordinate position is displayed, and performs a click manipulation. Thus, desired command information or coordinate
information is input.

[0054] Theimage processing device 13 is realized with a known computer, and has an image storing unit 14, a display
circuit 15, and the controlling unit 16. The image storing unit 14 is realized with various data readable and writable
storage device such as various |IC memories such as an EEPROM, or a flash memory, a hard disk drive, or a magnet-
optical disc drive. The image storing unit 14 stores various types of image data such as the two-dimensional image data
supplied from the controlling unit 16, and the guide image data described later under the control of the controlling unit
16. Here, the image storing unit 14 can store position data of each of the various pieces of image data such as the two-
dimensional image data, or the guide image data in association with the image data under the control of the controlling
unit 16. Further, the image storing unit 14 transmits the stored various types of image data or the like to the controlling
unit 16 under the control of the controlling unit 16.
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[0055] Further, the image storing unit 14 previously stores a slice image data group which includes plural pieces of
slice image data which is anatomic image data of a section of a living body. In the slice image data group, an orthogonal
coordinate system x’y’z’, in which three axes, i.e., x'-axis, y’-axis, and z’-axis intersect with each other at right angles at
anorigin O’, is previously set. In other words, the slice image data group is stored in the image storing unit 14 as arranged
on the orthogonal coordinate system x’y’z’. Thus, the controlling unit 16 can read out the slice image data or the slice
image data group as associated with the orthogonal coordinate system x'y’z’.

[0056] To obtain the slice image data, a frozen human body other than that of the subject is sliced at a pitch of 1 mm
in a parallel direction, for example, and each sliced portion is imaged to obtain photograph data of an approximately 40-
cm-square. Pixels of the photograph data are sorted by organ, and the pixels are colored differently for each organ.
Thus obtained image data is the slice image data. One side of the photograph data is set to approximately 40 cm, so
that an overall transverse section, i.e., a section perpendicular to a body axis of the human body can be accommodated
therein.

[0057] The display circuit 15 performs a D/A converting process or the like on the various types of image data supplied
from the controlling unit 16 under the control of the controlling unit 16, and converts the supplied image data into image
signals so that the data can be displayed on the display device 12. Thereafter, the display circuit 15 transmits the image
signals to the display device 12. The display device 12 outputs and displays one or more of various images corresponding
to the various image data based on the image signals sent from the display circuit 15 by switching the display images,
or by aligning the plural images side by side. For example, the display device 12 outputs and displays a two-dimensional
ultrasound image corresponding to two-dimensional image data generated by the ultrasonic observation device 5, by
receiving image signals corresponding to the two-dimensional image data from the display circuit 15. Further, the display
device 12 outputs and displays an optical image of a surface of a lumen, for example, inside the subject corresponding
to optical image data generated by the optical observation device 17, by receiving image signals corresponding to the
optical image data from the display circuit 15. Here, a single optical image may be displayed, or alternatively, plural
optical images are displayed in turn or in an aligned manner under the control of the controlling unit 16.

[0058] The controlling unit 16 has a storing unit 16a that includes a ROM which previously stores various data such
as a processing program and a RAM which temporarily stores data such as operation parameters, and a CPU that
executes the processing program. The controlling unit 16 controls various operations of the ultrasonic diagnosis apparatus
1 concerning the above described radial scan, and an image display operation of the display device 12. The controlling
unit 16 performs control of an input/output of various pieces of information supplied from the ultrasonic observation
device 5, the position data calculating device 6, and the input device 11. At the same time, the controlling unit 16 controls
an operation of the ultrasonic observation device 5 and an operation of each element of the image processing device
13. Further, the storing unit 16a temporarily stores various pieces of image data, various pieces of information supplied
from the input device 11, various pieces of position data supplied from the position data calculating device 6, and the
like, under the control of the controlling unit 16.

[0059] The controlling unit 16 further includes a timer 16b, an image creating unit 16¢, a mixing unit 16d, and a correcting
unit 16e. The timer 16b functions to notify the controlling unit 16 of a time t at a predetermined timing under the control
of the controlling unit 16. For example, the timer 16b notifies the controlling unit 16 of a time at which the controlling unit
16 receives sample point setting command information described later from the input device 11, or a time at which the
controlling unit 16 receives the two-dimensional image data from the ultrasonic observation device 5 under the control
of the controlling unit 16.

[0060] The image creating unit 16¢ functions to set a point (hereinafter referred to as feature point) on the orthogonal
coordinate system x’y’z’ set on the above described slice image data group based on the coordinate information supplied
from the input device 11 under the control of the controlling unit 16. Specifically, the operator inputs feature point
coordinate information using the input device 11 while confirming a slice image on the display device 12. The controlling
unit 16 detects the feature point coordinate information supplied by the operator. At this time, the image creating unit
16c¢ sets feature points on coordinates on the orthogonal coordinate system x’y’z’ based on the feature point coordinate
information under the control of the controlling unit 16. Thereafter, the image creating unit 16¢ sets a three-axis coordinate
system P’P,P3’ using four points (feature points Py, P,’, P,’, and P3’) among plural, i.e., at least four set feature points.
The controlling unit 16 stores coordinate data of the feature points set by the image creating unit 16c¢ in association with
the slice image data group described above in the image storing unit 14.

[0061] Thefeature pointis setas a point thatindicates an anatomically characteristic region. For example, itis desirable
that the feature point be set at an anatomically characteristic region, such as an ensiform cartilage, a right end or a left
end of a pelvis, a pylorus, a duodenal papilla (outlet of common bile duct to a duodena), or a cardiac orifice. The feature
point coordinate information is coordinate information for the setting of the feature point as a point on the orthogonal
coordinate system x'y’z’. The three-axis coordinate system P,'P,'P3’ is a coordinate system having three axes and
having one of the four feature points (for example, feature point Py’) as an origin. The three axes are determined by
vectors passing through the origin (i.e., feature point Py’) and the respective remaining feature points P, P,’, and P3’.
Therefore, the three axes do not necessarily intersect with each other at right angles.
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[0062] Further, the image creating unit 16¢ functions so as to set a point on the orthogonal coordinate system xyz set
on the receiver coil 10 as described above based on the information supplied from the input device 11 under the control
of the controlling unit 16. Specifically, the operator inputs command information (sample point setting command infor-
mation) to designate setting of a point using the input device 11 while keeping the marker coil 8 and the plate 9 in contact
with the body surface of the subject, or while manipulating the probe 2 and confirming the optical image on the display
device 12. The controlling unit 16 detects the input sample point setting command information. Here, the image creating
unit 16c sets a point (hereinafter referred to as sample point) on the orthogonal coordinate system xyz using the position
data supplied from the position data calculating device 6 based on the sample point setting command information under
the control of the controlling unit 16. Thereafter, the image creating unit 16¢ sets a three-axis coordinate system P,P,P5
using four sample points (Pg, P4, P», P3) among the at least four set sample points.

[0063] The sample points Py, P4, P,, P5 are points that indicate regions that anatomically correspond to the above
described feature points Py, Py, Py, P5'. respectively, and indicate particular regions on the body surface of the subject
or the surface of lumen inside the subject. For example, if the sample point P is on an ensiform cartilage of the subject,
the feature point Py’ is a point that indicates the ensiform cartilage in the slice image data group. Similarly, if the sample
point P4 is on the right end of the pelvis of the subject, the feature point P’ is a point that indicates the right end of the
pelvis in the slice image data group; if the sample point P, is on the pylorus of the subject, the feature point P,’ is a point
that indicates the pylorus in the slice image data group; if the sample point P4 is on the duodenal papilla of the subject,
the feature point P53’ is a point that indicates the duodenal papilla in the slice image data group. Further, the sample point
has coordinate components that correspond to one of the position data of the transmission coil 7, i.e., the position data
on the ultrasonic transducer 3a, the position data of the marker coil 8, and the position data of the plate 9 within the
orthogonal coordinate system xyz. Further, the three-axis coordinate system P,P,P5 is a coordinate system having three
axes and one of the four sample points (for example, the sample point Pg) as the origin. The three axes are determined
based on vectors that connect the origin (i.e., the sample point Py) and the remaining sample points P, P,, P53, respectively.
Therefore, the three axes do not necessarily intersect with each other at right angles.

[0064] Further, the image creating unit 16c, in response to the reception of the two-dimensional image data sent from
the ultrasonic observation device 5 at the controlling unit 16 as a trigger, associates the two-dimensional image data
with the position data from the position data calculating device 6 under the control of the controlling unit 16. For example,
the image creating unit 16¢c associates the position data sent from the position data calculating device 6 with the two-
dimensional image data sent from the ultrasonic observation device 5 substantially at the same timing with the reception
of the two-dimensional image data by the controlling unit 16. Thus, the image creating unit 16c can set the position and
the orientation of the two-dimensional image data.

[0065] Specifically, the position data calculating device 6 calculates a direction component with respect to the orthog-
onal coordinate system xyz of each of a position vector OC(t) of the position C(t) of the first coil, a direction vector V(t)
corresponding to the direction of the coil axis of the first coil, a direction vector V,5(t) corresponding to the direction of
the coil axis of the second coil, respectively. The coil axis of the second coil is fixed in the direction of 12 o’clock of the
two-dimensional ultrasound image, i.e., the reference direction which is determined based on the angle detection signal
sent from the rotary encoder 4b as described above. Here, the position data calculating device 6 standardizes and
outputs each of the direction vector V(t) and the direction vector V,(t) as a unit length vector. Thereafter, the position
data calculating device 6 transmits the obtained direction component of each of the position vector OC(t), the direction
vector V(t), and the direction vector V,(t) as the position data to the controlling unit 16. The image creating unit 16¢c
associates the position data with the two-dimensional image data which the controlling unit 16 receives substantially at
the same timing.

[0066] A two-dimensional image plane of the two-dimensional image data corresponds to the scanning plane of the
above mentioned radial scan. Further, since the transmission coil 7 is arranged in the vicinity of the ultrasonic transducer
3a as described above, the position vector OC(t) can be regarded as the position vector of the rotation center of the
ultrasonic transducer 3a. Further, since the direction of the coil axis of the first coil in the transmission coil 7 is fixed in
the direction of the insertion axis, the direction vector V(t) can be regarded as a normal vector, i.e., a vector in a direction
perpendicular to the two-dimensional ultrasound image. Since the direction of the coil axis of the second coil is fixed in
the direction of 12 o’clock of the two-dimensional ultrasound image as described above, the direction vector V4,(t) can
be regarded as the vector in the direction of 12 o’clock of the two-dimensional image data. Therefore, a central position
C(t), the position vector OC(t), the direction vector V(t), and the direction vector V4,(t) are coordinates, a position vector,
a normal vector, and a vector in the direction of 12 o’clock at the time t, respectively. The coordinates of the central
position C(t), and the direction components of the vectors vary depending on the changes in the position or the orientation
of the distal end of the insertion portion 3 as the time t elapses.

[0067] Further, the image creating unit 16¢ functions so as to create guide image data based on the slice image data
group read out from the image storing unit 14 and the various types of position data supplied from the position data
calculating device 6 under the control of the controlling unit 16. Specifically, the image creating unit 16¢ calculates
relations between the position and the orientation of the three-axis coordinate system P,P,P5 and the position and the
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orientation of the two-dimensional image plane on the orthogonal coordinate system xyz, which is uniquely determined
by the position vector OC(t), the direction vector V(t), and the direction vector V,(t). Then, based on the result of the
calculation, the image creating unit 16¢ finds a plane (hereinafter referred to as guide image plane) which is on the
orthogonal coordinate system x'y’z’ and which has the same positional and the orientational relations with the three-axis
coordinate system P,'P,’P3’ as the relations between the two-dimensional image plane on the orthogonal coordinate
system xyz and the three-axis coordinate system P,P,P5. The controlling unit 16 reads out a part, which corresponds
to the guide image plane, from the data in the slice image data group in the image storing unit 14. The image creating
unit 16c performs an interpolating process, a coordinate converting process, or the like on the read out data, and creates
guide image data which corresponds to a sectional image along the guide image plane of the slice image data group in
the image storing unit 14. Thereafter, the guide image data is supplied to the mixing unit 16d.

[0068] Here, the guide image data is image data of a section of a living body and anatomically corresponds to the
two-dimensional image data created by the ultrasonic observation device 5. Therefore, a position and an orientation of
an organ or the like displayed in an guide image output and displayed by the display device 12 based on the guide image
data anatomically correspond to those in the two-dimensional ultrasound image that corresponds to the two-dimensional
image data. For example, if the two-dimensional image data supplied from the ultrasonic observation device 5 is image
data of a section of a head of pancreas viewed from a side of the duodena, the image creating unit 16c creates guide
image data of the section of the head of pancreas viewed from the duodena as image data anatomically corresponding
to the two-dimensional image data. These pieces of data correspond with each other, for the following reasons. Firstly,
though the anatomical structure of the human body and the shapes of the organs are different from one person to
another, the anatomical structure and the shape of an abdomen are expected to be approximately the same among
different sexes though there can be a difference attributable to differences in constitution. Secondly, the four sample
points Py, P4, P,, and P5 on the actual body surface of the subject, or on the surface of the lumen inside the subject
anatomically correspond to the four feature points Py, P4’, P,’, and P53’ set on the slice image data group. Thirdly, the
positional and the orientational relations of the two-dimensional image plane and the three-axis coordinate system
P4P,P5 having the four sample points Py, P4, P, and P5 are the same as the positional and the orientational relations
of the guide image plane and the three-axis coordinate system P,'P,’P3’ having four feature points Py, P4, P,’, and P3’.
Because of the above-described three reasons, if a corresponding point R’ on the guide image data is at the same
position and has the same address as an optional point R on the two dimensional image data, the corresponding point
R’ corresponds to the same body part, the same organ, or the same living tissue as the optional point R in anatomical
sense. Hence, it can be said that the two-dimensional image data and the guide image data anatomically correspond
with each other. Here, the slice image data group, which is employed for the creation of the guide image data by the
image creating unit 16c¢, is previously colored with respect to each organ as described above. The guide image data is
therefore colored with respect to each organ similarly to the slice image data.

[0069] The mixing unit 16d employs the two-dimensional image data supplied from the ultrasonic observation device
5 and the guide image data generated by the image creating unit 16c, to create image data (mixed image data) for
outputting and displaying a two-dimensional ultrasound image corresponding to the two-dimensional image data and a
guide image corresponding to the guide image data on one screen of the display device 12 in an aligned manner under
the control of the controlling unit 16. The mixed image data created by the mixing unit 16d is supplied to the display
circuit 15 under the control of the controlling unit 16. The display circuit 15 converts the mixed image data into image
signals corresponding thereto and outputs the resulting image signals under the control of the controlling unit 16. The
display device 12 outputs and displays the two-dimensional ultrasound image and the guide image both corresponding
to the mixed image data on one screen in an aligned manner based on the image signals sent from the display circuit 15.
[0070] The correcting unit 16e functions so as to correct the coordinate data of the sample points which change over
the elapse of the time t under the control of the controlling unit 16. The correcting unit 16e converts the coordinate data
of the sample points at the time t to coordinate data of current sample points, i.e., at a subsequent time through a
correcting process, and finds the coordinate data of the current sample points which are different from the previous
sample points due to the changes in the position of the subject over the elapse of the time t. Along with the correction
processing, the image creating unit 16¢ updates the three-axis coordinate system P,P,P5 described above using the
coordinate data of the current sample points after the correction.

[0071] FIG. 2 is a schematic diagram illustrating one example of the marker coil 8 and one example of the plate 9.
The marker coil 8 has a stick-like shape, as shown in FIG. 2. Further, one coil is incorporated in the stick-like marker
coil 8 at the distal end side thereof as described above. On the other hand, the plate 9 has an oval plate-like shape, for
example, so that the plate 9 can easily be attached to the body surface of the subject as described above, and has a
body surface contact surface which is an attachment surface to the body surface of the subject as shown in FIG. 2.

Further, the orthogonal coordinate system x"y"z" described above is set in the plate 9. The orthogonal coordinate system
x"y"z", as shown in FIG. 2, has z"-axis which runs upwards when the body surface contact surface of the plate 9 faces
downward, and x"-axis and y"-axis set parallel to the body surface contact surface. Further, the origin O" of the orthogonal

coordinate system x"y"z" is set on the plate 9 at a fixed position relative to the plate 9. For example, the origin O" is set
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at a reference position L on the plate 9. The reference position L is set at a gravitational point of three coil positions on
the plate 9, a median point of a straight line connecting a median point of the two coil positions on the plate 9 and the
remaining one coil position, or a position where one coil is arranged near the center of the body surface contact surface
of the plate 9. Here, in the orthogonal coordinate system x"y"z", a unit vector i" is set along the x"-axis, a unit vector j"
is set along the y"-axis, and a unit vector k" is set along the z"-axis, as shown in FIG. 2.

[0072] FIG. 3 is a schematic diagram illustrating the receiver coil 10 in which the orthogonal coordinate system xyz is
set. As shown in FIG. 3, the origin O is set on the receiver coil 10 at a fixed position relative to the receiver coil 10. For
example, the origin O is set at a position near a central axis of an alternating magnetic field receiving surface 10a of the
receiver coil 10. In addition, with the origin O as the reference, z-axis is set in a direction of a normal line of the alternating
magnetic field receiving surface 10a, and x-axis and y-axis are set parallel to the alternating magnetic field receiving
surface 10a. Thus, the orthogonal coordinate system xyz is set on the receiver coil 10. The orthogonal coordinate system
Xyz is set as a spatial coordinate system of an actual space where the operator examines the subject. In the orthogonal
coordinate system xyz, as shown in FIG. 3, a unit vector i is set along x-axis, a unit vector j is set along y-axis, and a
unit vector k is set along z-axis.

[0073] The receiver coil 10 on which the orthogonal coordinate system xyz is set detects an alternating magnetic field
of each of the transmission coil 7, the marker coil 8, and the plate 9 as described above, and transmits the position
detection signals to the position data calculating device 6. The position data calculating device 6 calculates a direction
component in the orthogonal coordinate system xyz of each of the position vector OC(t) of the central position C(t) of
the two-dimensional image plane of the two-dimensional image data, the direction vector V(t) of the two-dimensional
image plane of the two-dimensional image data, V,(t), the position vector OL(t) of the reference position L(t) of the plate
9, the rotating matrix T(t) that indicates the orientation of the plate 9, and the position vector OM(t) of the position M(t)
of the marker coil 8.

[0074] Here, each of the central position C(t), the position vector OC(t), the direction vector V(t), the direction vector
Vo(1), the reference position L(t), the position vector OL(t), the rotating matrix T(t), the position M(t), and the position
vector OM(1) is one of the position, the vector, and the rotating matrix that are detected at the time t, and changes over
the elapse of the time t along with the changes in the position and the orientation of the distal end of the insertion portion 3.
[0075] Here the rotating matrix T(t) is a rotating matrix which indicates the orientation of the plate 9 in the orthogonal
coordinate system xyz, and is a 3 x 3 rotating matrix whose (f,g) component is t;4(t). Since the orthogonal coordinate

system x"y"z" is set on the plate 9, as described above, tfg(t) can be defined by the following equation (1):

te,(t) = e - e, (1)

where integer numbers fand g are one of 1, 2, and 3. A unit vector e, is the unit vector i described above, a unit vector
e, is the unit vector j described above, and a unit vector e is the unit vector k described above. Similarly, a unit vector
e"4 is the unit vector i" described above, a unit vector e"; is the unit vector j" described above, and a unit vector e"5 is
the unit vector k" described above.

In the equation (1), e"; - ey is an inner product of the unit vector e" and the unit vector eg. When the rotating matrix T(t)
is defined as above, the following equation (2) is satisfied:

(ijk) = (1"7"k") T(t) (2)

[0076] Here, the rotating matrix T(t) is based generally on an assumption that the orthogonal coordinate system xyz

comes to coincide with the orthogonal coordinate system x"y"z" set on the plate 9 when the orthogonal coordinate system
xyz is rotated by so-called Euler angles 6, ¢, and o, firstly around the z-axis by the angle of ¢ degrees, secondly around
the y-axis by the angle of ¢ degrees, and thirdly around the x-axis by the angle of 6 degrees, in this order. The rotating
matrix T(t) can be represented similarly by the following equation (3). It should be noted that the Euler angles 6, ¢, and
¢ change according to the change in the posture of the subject, if the subject changes posture over the elapse of the time t.

cos ¢pcos\y cossiny —sing
T(t) =| sinOsin$pcosyy —cosOsiny  sinBsindsiny +cosOcosy  sinOcos ¢
cosOsindcosy +sinO@siny  cosOsindsiny —sinBcosy cosOcosd

(3)
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[0077] The processing procedure of the controlling unit 16 will be described in detail below. The processing procedure
described includes setting of the three-axis coordinate system P,’P,’P3’ based on the feature points in the orthogonal
coordinate system x'y’z’; setting of the three-axis coordinate system P,P,P5 based on the sample points in the orthogonal
coordinate system xyz; creation of the guide image data described above based on the two-dimensional image data
associated with the above described position data, the three-axis coordinate systems P,P,P; and P,'P,'P5’, and the
slice image data group; and outputting and displaying of the two-dimensional ultrasound image corresponding to the
two-dimensional image data and the guide image corresponding to the guide image data on the same screen of the
display device 12 in an aligned manner. In the following, an examination of pancreas of the subject will be described as
an example. Four coordinates of four points respectively on the ensiform cartilage, the right end of the pelvis, the pylorus,
and the duodenal papilla will be obtained as feature points from the slice image data group, and coordinates of four
points on the ensiform cartilage, the right end of the pelvis, the pylorus, and the duodenal papilla of the subject will be
obtained as sample points, by way of example. It should be noted however, that the present invention is not limited to
the example described here.

[0078] FIG. 4 is a flowchart illustrating the processing procedure of the controlling unit 16 up to the outputting and
displaying of the two-dimensional ultrasound image corresponding to the two-dimensional image data and the guide
image corresponding to the guide image data on the same screen of the display device 12 in an aligned manner. As
shown in FIG. 4, when the operator manipulates the input device 11 to perform a command input of the feature point
coordinate information for each position of the ensiform cartilage, the right end of the pelvis, the pylorus, and the duodenal
papilla on the slice image displayed on the display device 12, the controlling unit 16 detects the feature point coordinate
information for each position of the ensiform cartilage, the right end of the pelvis, the pylorus, and the duodenal papilla,
and controls the image creating unit 16¢. The image creating unit 16c performs the feature point setting process to set
each feature point on the orthogonal coordinate system x’y’z’ based on the input feature point coordinate information
under the control of the controlling unit 16 (step S101). Subsequently, the controlling unit 16 associates the coordinate
data of each feature point set by the image creating unit 16¢ with the above described slice image data group and stores
the coordinate data in the image storing unit 14.

[0079] For example, the image creating unit 16¢ sets the feature point Py’ based on the feature point coordinate
information on the orthogonal coordinate system x’y’z’ corresponding to the ensiform cartilage on the slice image under
the control of the controlling unit 16, and sets the feature point P’ based on the feature point coordinate information on
the orthogonal coordinate system x’y’z’ corresponding to the right end of the pelvis on the slice image. Similarly, the
image creating unit 16¢ sets the feature point P,’ based on the feature point coordinate information on the orthogonal
coordinate system x’y’z’ corresponding to the pylorus on the slice image, and sets the feature point P35’ based on the
feature point coordinate information on the orthogonal coordinate system x'y’z’ corresponding to the duodenal papilla
on the slice image under the control of the controlling unit 16. The controlling unit 16 associates the coordinate data of
each of the feature points Py’ to P53’ set by the image creating unit 16c with the above described slice image data group
and stores the same in the image storing unit 14.

[0080] Subsequently, when the operator inputs sample point setting command information for each position of the
ensiform cartilage, the right end of the pelvis, the pylorus, and the duodenal papilla, using the probe 2, the marker coil
8 or the plate 9, and the input device 11, the controlling unit 16 detects the sample point setting command information
for each position of the ensiform cartilage, the right end of the pelvis, the pylorus, and the duodenal papilla, and recognizes
each piece of the position data sent from the position data calculating device 6 received at the timing of the detection
as the position data for each sample point, and controls the image creating unit 16. Further, the controlling unit 16 detects
the time t at which the controlling unit 16 detects each piece of the sample point setting command information with the
timer 16b. The image creating unit 16¢ performs a sample point setting process to set each of the sample points on the
orthogonal coordinate system xyz based on the input sample point setting command information using each piece of
the position data recognized as the position data of each sample point under the control of the controlling unit 16 (step
S102).

[0081] For example, the image creating unit 16c sets the sample point P, on the orthogonal coordinate system xyz
based on the sample point setting command information and the position data corresponding to the ensiform cartilage
of the subject under the control of the controlling unit 16. Further, the controlling unit 16 sets the sample point P4 on the
orthogonal coordinate system xyz based on the sample point setting command information and the position data corre-
sponding to the right end of the pelvis of the subject. Here, the controlling unit 16 detects the time t at which the controlling
unit 16 detects the sample point setting command information as a time t1 at which the sample points Py and P, are
set. Similarly, the image creating unit 16¢ sets the sample point P, on the orthogonal coordinate system xyz based on
the sample point setting command information and the position data corresponding to the pylorus of the subject, and
sets the sample point P on the orthogonal coordinate system xyz based on the sample point setting command information
and the position data corresponding to the duodenal papilla of the subject under the control of the controlling unit 16.
Here, the controlling unit 16 detects the time t at which the controlling unit 16 detects the sample setting command
information as times t2 and t3 at which the sample points P, and P are set, respectively. The controlling unit 16 stores
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each piece of the coordinate data of the sample points P, P4, P,, and P set by the image creating unit 16¢ in the storing
unit 16a.

[0082] If the operator does not perform an input manipulation of scanning starting command information using the
input device 11, the controlling unit 16 does not detect the scanning starting command information (No in step S103),
and subsequently repeats the processing procedure of step S103. Thus, the controlling unit 16 monitors on a steady
basis whether the operator inputs the scanning starting command information from the input device 11 or not.

[0083] On the other hand, when the operator performs the input manipulation of the scanning starting command
information using the input device 11, the controlling unit 16 detects the scanning starting command information (Yes
in step S103), and commands the ultrasonic observation device 5 to start the radial scan based on the scanning starting
command information (step S104). The ultrasonic observation device 5 drive controls the ultrasonic transducer 3a and
the motor 4a to start the radial scan under the control of the controlling unit 16.

[0084] Then, the controlling unit 16 obtains the two-dimensional image data from the ultrasonic observation device 5
(step S105), and detects a time ts with the timer 16b as the time of obtainment of the two-dimensional image data. The
image creating unit 16c associates the two-dimensional image data with the position data sent from the position data
calculating unit 6 at substantially the same timing as the time (time ts) of the data obtainment (step S106). The position
data, here, is position data based on the alternating magnetic field from the transmission coil 7, and more specifically,
is the coordinate data of the position vector OC(ts) of the central position C(ts), the coordinate data of the direction vector
V(ts), and the coordinate data of the direction vector V,(ts) described above. In the step S106, the two-dimensional
image data is made associated with the position vector OC(t) of the central position C(ts) of the image plane, the direction
vector V(ts) of the image plane, and the direction vector V4,(ts) of the image plane. The controlling unit 16 stores each
piece of the coordinate data in the orthogonal coordinate system xyz of the central position C(ts), the position vector
OC(ts), the direction vector V(ts), and the direction vector V,,(ts) in the storing unit 16a.

[0085] The correcting process by the correcting unit 16e will be described. In the process described by way of example
below, the operator attaches and fixes the plate 9 to the subject so that the reference position L(t) of the plate 9 is always
on the position of the ensiform cartilage of the subject, and the position and the orientation of the plate 9 changes
according to the change in the posture of the subject. When the controlling unit 16 detects the elapse of the time t in the
above-described steps S102 to S106 based on the time t detected with the timer 16b, the correcting unit 16e, in response
to the above detection as a trigger, performs the correcting process to correct differences between the coordinate
components of the sample points P, to P5 that are set at the times t1 to t3 described above and the coordinate components
of the sample point P, to P4 at the time ts (i.e., the current time) (step S107). The correcting unit 16e performs the
correcting process based on the respective coordinate components of the sample points P to P5 at time t1 to t3, the
rotating matrixes T(t1) to T(t3), and the position data input from the position data calculating device 6 at the time ts, such
as the position vector OL(ts) of the reference position L(ts) of the plate 9 and the rotating matrix T(ts) indicating the
orientation of the plate 9 under the control of the controlling unit 16. Thus, the correcting unit 16e updates the sample
points P to P5 that are set at the times t1 to t3 to the sample points P, to P5 of the time ts (i.e., the current time).
[0086] For example, the correcting unit 16e updates the position vector OP(t1) of the sample point P, at the time t1
on the orthogonal coordinate system xyz to the position vector OPg(ts) of the sample point P, at the time ts on the
orthogonal coordinate system xyz using the coordinate component of the sample point P at the time t1 and the direction
component of the position vector OL(ts). Since the sample point Py always coincides with the reference position L(t) of
the plate 9, the position vector OP(ts), which corresponds to the sample point P at the time ts, can be regarded as the
same as the position vector OL(ts), and can be represented by the following equation (4):

OB,(ts) = X, (ts)l + y,(ts)] + z,(ts)k

(4)
= OI{ts)

In the equation (4), the direction components xpq(ts), ypg(ts), and zpg(ts) are coordinate components of the position
vector OP(ts) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively.

[0087] Further, the correcting unit 16e updates the position vector OP,(t1) of the sample point P, at the time t1 on the
orthogonal coordinate system xyz to the position vector OP,(ts) of the sample point P, at the time ts on the orthogonal
coordinate system xyz using the coordinate component of the sample point P, at the time t1, the respective coordinate
components of the sample point P at the time t1 and ts, and the rotating matrixes T(t1), T(ts). Here, the respective
direction components xp4(ts), yp¢(ts), and zp4(ts) of the position vector OP(ts) in the x-axis direction, the y-axis direction,
and the z-axis direction can be represented by the following equation (5), and the position vector OP4(ts) can be repre-
sented by the following equation (6):
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X4 (ES) X po(ES) X, (E1) = x,(E1)
Ve (£8)| = | ypolts) FETESIT(EL) ¥,y (E1) — ¥ o (tD) (5)
Z,, (ts) Z 0 (ES) A\ Zp (E]) — z,,(E])

OB(tS) = X, (ES)L + yu,(tS)] + Z,(ts)k (6)

Here, the transposed matrix tT(ts) is a transposed matrix of the rotating matrix T(ts), and is calculated based on the
rotating matrix T(ts).

[0088] Further, the correcting unit 16e updates the position vector OP,(t2) of the sample point P, at the time t2 on the
orthogonal coordinate system xyz to the position vector OP,(ts) of the sample point P, at the time ts on the orthogonal
coordinate system xyz using the coordinate component of the sample P, at the time t2, the respective coordinate
components of the sample point P at the times t2 and ts, and the rotating matrixes T(t2) and T(ts) at the times t2 and
ts. Here, the respective direction components xp,(ts), ypo(ts), and zp,(ts) of the position vector OP,(ts) in the x-axis
direction, the y-axis direction, and the z-axis direction are represented by the following equation (7), and the position
vector OP,(ts) is represented by the following equation (8):

X, (tS) X po(ES) X, (E2) = x,,(t2)
Voot | = | ¥polts) F TIESIT(E2) v,,(t2) — v ,,(t2) : (7)
Z,,(tS) Z(ES) Z,,(t2) — z,,(t2)
OR,(ts) = X,,(tS)1 + y,,(ts)] + z,,(ts)k | (8)

[0089] Further, the correcting unit 16e updates the position vector OP5(t3) of the sample point P4 at the time t3 on the
orthogonal coordinate system xyz to the position vector OP;(ts) of the sample point P4 at the time ts on the orthogonal
coordinate system xyz using the coordinate components of the sample point P5 at the time t3, the respective coordinate
components of the sample point P at the times t3 and ts, and the rotating matrixes T(t3) and T(ts) at the times t3 and
ts. Here, the respective direction components xps(ts), yps(ts), and zps(ts) of the position vector OP5(ts) in the x-axis
direction, the y-axis direction, and the z-axis direction are represented by the following equation (9) and the position
vector OP;(ts) is represented by the following equation (10);

Xp,s(tS) Xpo(tS) Xpa(t3) — X,0(E3)
VesltS) | = | ¥polts) FETIESIT(ES) ¥ ,5(E3) — v, (E3) (9)
Zp,4(ts) Z,,(tS) Zp3(E3) — z,,(E3)
OPF,(ts) = Xp(ts)l + y,,(ts)j + zp,(Es)k (10)

[0090] Thus, the correcting unit 16e updates the sample point P, set at the time t1 (corresponding to the ensiform
cartilage of the subject at the time t1) and the sample point P, set at the time t1 (corresponding to the right end of the
pelvis of the subject at the time t1) to the sample point P at the time ts (corresponding to the ensiform cartilage of the
subject at the time ts) and the sample point P, at the time ts (corresponding to the right end of the pelvis of the subject
atthe time ts), respectively. Further, the correcting unit 16e updates the sample point P, set at the time t2 (corresponding
to the pylorus of the subject at the time t2) to the sample point P, at the time ts (corresponding to the pylorus of the
subject at the time ts), and updates the sample point P5 set at the time t3 (corresponding to the duodenal papilla of the
subject at the time t3) to the sample point P4 at the time ts (corresponding to the duodenal papilla of the subject at the
time ts).

[0091] Then, the image creating unit 16¢ performs the guide image creating process to create guide image data which
anatomically corresponds to the two-dimensional image data at the time ts based on the various types of position data
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of the two-dimensional image data obtained by the controlling unit 16 at the time ts, for example, the position vector
OC(ts), the direction vector V(ts), and the direction vector V45(ts), and the respective coordinate components of the
sample points P to P53 at the time ts as updated in step S107 described above, and the slice image data group read
out from the image storing unit 14 (step S108). The guide image data is created as image data that anatomically
corresponds to the two-dimensional image data at the time ts, and as the position data thereof, the position vector
O’C’(ts) of the central position C’(ts) of the guide image plane, the direction vector V'(ts), and the direction vector V,,'(ts)
are associated with on the above described orthogonal coordinate system x’y’z’. The position vector O’C’(ts), the direction
vector V'(ts), and the direction vector V,'(ts) anatomically correspond to the position vector OC(ts), the direction vector
V(ts), and the direction vector V45(ts), respectively.

[0092] Subsequently, the mixing unit 16d creates mixed image data using the two-dimensional image data associated
with the position data of the time ts in the above described step S106 and the guide image data of the time ts created
in the step S108 under the control of the controlling unit 16 in order to output and display the two-dimensional image
data at the time ts and the guide image data at the time ts on the same screen of the display device 12 in an aligned
manner. The mixed image data created by the mixing unit 16d is output to the display circuit 15 under the control of the
controlling unit 16. The display circuit 15 converts the mixed image data into the image signals corresponding to the
mixed image data and outputs the resulting image signals under the control of the controlling unit 16 as described above.
The display device 12 outputs and displays the two-dimensional ultrasound image of the time ts and the guide image
of the time ts both corresponding to the mixed image data on the same screen in an aligned manner based on the image
signals sent from the display circuit 15. In other words, the controlling unit 16 makes the display device 12 output and
display the two-dimensional ultrasound image of the time ts and the guide image of the time ts on the same screen in
an aligned manner by sending the mixed image data to the display circuit 15 (step S109).

[0093] If the operator performs an input manipulation of scanning ending command information using the input device
11 in the above described state, the controlling unit 16 detects the scanning ending command information (Yes in step
S110), and commands the ultrasonic observation device 5 to end the radial scan based on the scanning ending command
information. The ultrasonic observation device 5 drive controls the ultrasonic transducer 3a and the motor 4a to end the
radial scan under the control of the controlling unit 16. On the other hand, if the operator does not perform the input
manipulation of the scanning ending command information, the controlling unit 16 does not detects the scanning ending
command information (No in step S110), and repeats the processing procedure from the step S103 described above.
[0094] FIG. 5 is a schematic diagram illustrating an example of the two dimensional ultrasound image and the guide
image output and displayed in an aligned manner on the same screen of the display device 12. A two-dimensional
ultrasound image UG corresponds to the two-dimensional image data of the time ts described above, and a guide image
GG corresponds to the guide image data of the time ts described above. In FIG. 5, the two-dimensional ultrasound image
UG represents a region near a merging section of a pancreas duct and a bile duct of the subject, and shows a pancreas
duct PDy, a common bile duct CBDg, and a portal vein PV,. A center of the image of the two-dimensional ultrasound
image UG corresponds to the rotational center of the ultrasonic transducer 3a, i.e., the central position C(ts), and a
direction of a normal line of the two-dimensional ultrasound image UG corresponds to the direction vector V(ts). A
direction of twelve o’clock of the two-dimensional ultrasound image UG, i.e., the upward direction in FIG. 5 corresponds
to the direction vector V4,(ts), and a direction of three o’clock of the two-dimensional ultrasound image UG, i.e., the
rightward direction in FIG. 5, corresponds to an outer product V45(ts) X V(ts) of the direction vector V4,(ts) and the direction
vector V(ts). On the other hand, a center of an image of the guide image GG corresponds to the central position C’(ts),
and a direction of a normal line corresponds to the direction vector V'(ts). Further, a direction of twelve o’clock of the
guide image GG, i.e., an upward direction in FIG. 5 corresponds to the direction vector V,,'(ts), and a direction of three
o’clock of the guide image GG, i.e., the rightward direction in FIG. 5 corresponds to an outer product V,’(ts) XV’(ts) of
the direction vector V45'(ts) and the direction vector V'(ts).

[0095] Here, the controlling unit 16 makes an image direction represented by the direction vector V(ts) anatomically
coincide with an image direction represented by the direction vector V'(ts), an image direction represented by the direction
vector V,(ts) anatomically coincide with an image direction represented by the direction vector V,,’(ts), and an image
direction represented by an outer product V,(ts) X V(ts) anatomically coincide with an image direction represented by
an outer product V45'(ts)xV'(ts), thereby allowing an output and display of the two-dimensional ultrasound image UG
and the guide image GG on the same screen in an aligned manner so that the position and the orientation of the organ
or the like presented in each image correctly corresponds with each other in an anatomical sense.

[0096] Further, since the organs in the guide image data are presented in different colors as described above, when
the guide image GG is output and displayed on the display device 12, each organ is presented in different color. For
example, the guide image GG shows the merging section of the pancreas duct and the bile duct as shown in FIG. 5,
and different colors are assigned to characteristic organs, such as the pancreas duct PD, the common bile duct CBD,
and the portal vein PV, respectively. Further, the controlling unit 16 can make the display device 12 output and display
the guide image GG together with abbreviations for organs (for example, abbreviations like PD, CBD, and PV shown in
FIG. 5) as annotations for each organ by controlling the mixing unit 16d so that the abbreviations such as PD, CBD, and
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PV for the respective organs are superposed onto the guide image GG. Annotation information which is related to the
abbreviations of the organs is previously stored in the image storing unit 14 in association with the slice image data group.
[0097] Further, the controlling unit 16 can sequentially obtain the two-dimensional image data and the position data
thereof, and the guide image data which anatomically corresponds to the two-dimensional image data and the position
data thereof by repeating the processing procedure of the above described steps S103 to S110. Then, the controlling
unit 16 sequentially updates the obtained two-dimensional image data and the guide image data, and the two-dimensional
ultrasound image and the guide image corresponding respectively thereto, and at the same time, outputs and displays
the two-dimensional ultrasound image and the guide image on the same screen of the display device 12 in an aligned
manner. For example, when the operator repeatedly performs the radial scan with the ultrasonic diagnosis apparatus 1
to find an interest region inside the subject, the controlling unit 16 repeats the above described processing procedure
of the steps S103 to S110, and thereby outputs and displays the guide image and the two-dimensional ultrasound image
in real time on the display device 12 while sequentially updating the guide image and the two-dimensional ultrasound
image.

[0098] Therefore, the operator can recognize correctly and easily which anatomical region of the subjectis represented
by the currently displayed two-dimensional ultrasound image, simply by looking at the two-dimensional ultrasound image
and the guide image displayed on the display device 12 and referring to the colored images of the organs or the like in
the guide image. Thus, the operator can make medical diagnosis of the subject correctly and efficiently. For example,
when the pancreas is shown in yellow color on the guide image, the operator can easily know that the yellowish region
on the guide image represents the pancreas while observing the two-dimensional ultrasound image, or the operator can
move the distal end of the insertion portion 3 thereby moving the scanning plane of the ultrasonic transducer 3a to locate
the pancreas.

[0099] The feature point setting process of step S101 described above will be described in more detail. FIG. 6 is a
flowchart illustrating the processing procedure up to the completion of the feature point setting process by the controlling
unit 16. FIG. 7 is a schematic diagram illustrating the operation of setting a feature point on the slice image data previously
stored in the image storing unit 14. As shown in FIGS. 6 and 7, before the observation of the interior of the subject body,
the operator selects slice image data in which an anatomically characteristic point is shown from the slice image data
group SDG stored in the image storing unit 14. Specifically, when the operator performs an input manipulation of image
display command information using the input device 11 to command the output and the display of a slice image, the
controlling unit 16 detects the input image display command information (Yes in step S201). Then, the controlling unit
16 performs a slice image displaying process by reading out one piece of slice image data from the slice image data
group SDG in the image storing unit 14 based on the detected image display command information and by making the
display device 12 output and display a slice image which corresponds to the read out slice image data (step S202). On
the other hand, if the operator does not perform the input manipulation of the image display command information, the
controlling unit 16 does not detect the image display command information (No in step S201), and repeats the processing
procedure of step S201. Thus, the controlling unit 16 monitors the input of the image display command information from
the input device 11 on a steady basis.

[0100] The slice image data group SDG is an image data group in which N (N is an integer number) pieces of the slice
image data SD, to SDy are arranged in the orthogonal coordinate system x’y’z’ described above as shown in FIG. 7.
Here, the orthogonal coordinate system x'y’z’ is set as shown in FIG. 7 so that the origin O’ is located at a corner of the
first slice image data SD{ and each image plane of the slice image data SD, to SDy is a plane consisting of the x’-axis
and the y’-axis. Further, in the orthogonal coordinate system x'y’z’, a unit vector i’ is set along the x’-axis, a unit vector
j’ is set along the y’-axis, and a unit vector Kk’ is set along the z'-axis as shown in FIG. 7.

[0101] In the slice image displaying process of step S202 described above, the controlling unit 16 reads out the slice
image data SD, from the image storing unit 14 based on the image display command information detected in step S201,
and transmits the read out slice image data SD4 to the display circuit 15. The display circuit 15 converts the slice image
data SD, into image signals and outputs the generated image signals as described above. The display device 12 receives
the image signals from the display circuit 15 and outputs and displays a slice image corresponding to the slice image
data SD,.

[0102] If the operator performs an input manipulation of the image display command information using the input device
11 in the above described state, the controlling unit 16 detects the input image display command information (Yes in
step S203), and repeats the processing procedure from step S202 described above. Here, the controlling unit 16 se-
quentially reads out the slice image data SD, to SDy from the image storing unit 14 corresponding to each piece of the
detected image display command information based on the image display command information detected in step S203,
and sequentially transmits the read out slice image data SD, to SDy to the display circuit 15. Thus, the controlling unit
16 makes the display device 12 sequentially update, output, and display the slice images each corresponding to the
slice image data SD, to SDy. Since the controlling unit 16 repeats the processing procedure of steps S201 to S203
described above, the operator can sequentially confirm slice images each corresponding to the slice image data SD4
to SDy on the display device 12. For example, the operator can find an anatomically characteristic region such as the
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ensiform cartilage, the right end of the pelvis, the pylorus, and the duodenal papilla, on the slice image SG, which
corresponds to the slice image data SD,,, which is an n-th (n is an integer number ranging from 1 to N) piece of data in
the slice image data group SDG.

[0103] When the operator finds an anatomically characteristic region on the slice image SG,,, the operator performs
an input manipulation of the feature point coordinate information of a feature point using the input device 11 in order to
allocate the feature point at the found region. The controlling unit 16 does not detect the image display command
information (No in step S203), and instead detects the input feature point coordinate information (Yes in step S204).
Then, the image creating unit 16¢ sets coordinate data based on the detected feature point coordinate information as
the slice image data SD,,, i.e., coordinate data of the feature point on the orthogonal coordinate system x’y’z’ (step S205).
[0104] Forexample, if the slice image SG,, shows an ensiform cartilage of a costa H{, as shown in FIG. 7, the operator
manipulates the input device 11 to move a cursor K on the display device 12 to a position of the ensiform cartilage, and
performs a click manipulation or the like to input the feature point coordinate information. The controlling unit 16 detects
the input feature point coordinate information, and the image creating unit 16c¢ sets coordinate data based on the detected
feature point coordinate information as the coordinate data of the feature point Py’ under the control of the controlling
unit 16. Thus, the feature point P’ is set as the coordinate point which is on the orthogonal coordinate system x’y’z’ and
which corresponds to the ensiform cartilage of the costa H, on the slice image SG,,, as shown in FIG. 7.

[0105] Subsequently, if the operator does not perform an input manipulation of feature point ending command infor-
mation to command to end the feature point setting process, the controlling unit 16 does not detect the feature point
ending command information (No in step S206) and repeats the processing procedure from the step S203 described
above. Thus, the operator can designate and input feature point coordinate information for every characteristic region
in substantially the same manner as the manner of information input for the feature point Py’ which corresponds to the
ensiform cartilage. The image creating unit 16c sequentially sets feature points on the orthogonal coordinate system
X'y’z’ based on each piece of the feature point coordinate information input for the characteristic regions under the control
of the controlling unit 16. For example, the image creating unit 16¢ sequentially sets the feature points P,’ to P3’ as
coordinate points each corresponding to one of the right end of the pelvis, the pylorus, and the duodenal papilla on the
orthogonal coordinate system x’y’z’ based on the feature point coordinate information on the right end of pelvis, the
pylorus, or the duodenal papilla that are the characteristic regions.

[0106] On the other hand, if the operator performs the input manipulation of the feature point ending command infor-
mation using the input device 11, the controlling unit 16 detects the input feature point ending command information
(Yesinstep S206), and performs the processing procedure from the step S102 described above. Further, if the controlling
unit 16 does not detect the feature point coordinate information in step S204 (No in step S204), the controlling unit 16
repeats the processing procedure from step S203.

[0107] Here, the image creating unit 16¢ sets the feature points Py’ to P53’ on the orthogonal coordinate system x’y’z’
as described above. Therefore, the position vector O'P’ of the feature point Py’, the position vector O’P4’ of the feature
point P4, the position vector O’P,’ of the feature point P,’, and the position vector O’'P,’ of the feature point P5’ are
represented by the following equations (11) to (14), respectively, with respect to the orthogonal coordinate system x’y’z’:

O'B' = Xpy' i Y py' T+2p" k' (11)
O'B'= xp' iy, J+2,' K (12)
O'B,' = X,,'" iy, 742, K (13)
O'B' = X,y 'Y,y J42p,' K (14)

Here, the direction components xpy’, Ypq', @and zp,’ are coordinate components of the position vector O’'Py’ in the x’-axis
direction, the y’-axis direction, and the z'-axis direction, respectively. The direction components xp4’, Yp4', and zp, are
coordinate components of the position vector O’P’ in the x’-axis direction, the y’-axis direction, and the z’-axis direction,
respectively. The direction components xp,’, ypo', and zp,’ are coordinate components of the position vector O'P,’ in
the x’-axis direction, the y’-axis direction, and the z’-axis direction, respectively. The direction components xp3’, yp3’,
zp3’ are coordinate components of the position vector O’P5’ in the x’-axis direction, the y’-axis direction, and the z’-axis
direction, respectively.

[0108] The image plane of each piece of the slice image data SD to SDy is a 40-cm-square as described above, and
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the image planes are arranged at 1-mm pitch in parallel. Therefore, the image creating unit 16¢ can calculate the direction
component of each of the position vectors O'Py’, O’'P4’, O’-P,’, and O’'P5’, based on the above arrangement. The controlling
unit 16 obtains the direction component of each of the position vectors O’py’, O'P¢’, O’P,’, and O’P3’ as calculated and
output by the image creating unit 16c¢.

[0109] The sample point setting process of step S102 described above will be described in more detail. FIG. 8 is a
flowchart illustrating the processing procedure up to the completion of the sample point setting process by the controlling
unit 16. As described above, the operator inputs the sample point setting command information while keeping the marker
coil 8 and the plate 9 in contact with the body surface of the subject or while manipulating the probe 2 and confirming
the optical image on the display device 12. A content of the sample setting command information includes not only
command information such as "set the sample point", but also command information concerning an obtainment of the
position data, such as "simultaneously obtain position data of the marker coil 8 and the plate 9 from the position data
calculating device 6", and "simultaneously obtain position data of the transmission coil 7 and the plate 9 from the position
data calculating device 6" for the setting of the sample point.

[0110] InFIG. 8, if the operator performs an input manipulation of the sample point setting command information using
the input device 11 without performing an input manipulation of command information (optical image display command
information) to command an output and display of the above described optical image to the display device 12, while
keeping the marker coil 8 and the plate 9 in contact with the body surface at a position near the right end of the pelvis
and at a position near the ensiform cartilage of the subject, respectively, the controlling unit 16 detects the sample point
setting command information (Yes in step S304) without detecting the optical image display command information (No
in step S301), and detects the current time with the timer 16b. At the same time, the image creating unit 16¢ sets the
sample point on the orthogonal coordinate system xyz based on the sample point setting command information using
the position data supplied from the position data calculating device 6 under the control of the controlling unit 16 (step
S305). The controlling unit 16 stores the position data of the sample point set by the image creating unit 16c, i.e., each
piece of the coordinate data on the orthogonal coordinate system xyz in the storing unit 16a.

[0111] For example, if the content of the sample point setting command information is command information "set the
sample point" and "simultaneously obtain the position data of the marker coil 8 and the plate 9 from the position data
calculating device 6", the controlling unit 16 detects the time t1 with the timer 16b, and receives position data based on
the alternating magnetic field from the plate 9 (plate position data) and position data based on the alternating magnetic
filed from the marker coil 8 (marker coil position data) from the position data calculating device 6. Here, the plate position
data is coordinate data of the position vector OL(t1) of the reference position L(t1) and the rotating matrix T(t1) described
above. The marker coil position data is coordinate data of the position vector OM(t1) at the position M(t1) described above.
[0112] Theimage creating unit 16¢ sets the coordinate data based on the plate position data of the time t1 as coordinate
data of the sample point P on the orthogonal coordinate system xyz, and sets the coordinate data based on the marker
coil position data of the time t1 as coordinate data of the sample point P on the orthogonal coordinate system xyz under
the control of the controlling unit 16. Thus, the image creating unit 16¢ sets the sample point P corresponding to the
ensiform cartilage of the subject and the sample point P, corresponding to the right end of the pelvis of the subject on
the orthogonal coordinate system xyz.

[0113] Here, since the coordinate data of the sample point P at the time t1 is based on the coordinate data of the
position vector OL(t1), the position vector OP(t1) of the sample point P at the time t1 in the orthogonal coordinate
system xyz can be regarded to be the same as the position vector OL(t1), and can be represented by the following
equation (15):

OB(t1) = Xp(t1)i + yootl)j + z.,(t1k

" OL{t1) (15)

In the equation (15), the direction components xpg(t1), ypg(t1), and zpy(t1) are coordinate components of the position
vector OPg(t1) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively. Further, the position
vector OP(t1) and the above described rotating matrix T(t1) are employed in the correcting process of step S107.

[0114] Since the coordinate data of the sample point P, at the time t1 is based on the coordinate data of the position
vector OM(t1), the position vector OP4(t1) of the sample point P, at the time t1 in the orthogonal coordinate system xyz
can be regarded to be the same as the position vector OM(t1), and can be represented by the following equation (16):

OB(t]) = X, (t1)i + y,,(t1)] + 2z, (t1)k

(16)
OM(t1)

In the equation (16), the direction components xp4(t1), yp4(t1), and zp4(t1) are coordinate components of the position
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vector OP(t1) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively.

[0115] Thereafter, if the operator does not perform an input manipulation of the sample point ending command infor-
mation to command an ending of the sample point setting process, the controlling unit 16 does not detect the sample
point ending command information (No in step S306), and repeats the processing procedure from step S301 described
above. If the operator performs an input manipulation of the optical image display command information in this state,
the controlling unit 16 detects the input optical image display command information (Yes in step S301), and obtains
optical image data from the optical observation device 17 based on the detected optical image display command infor-
mation (step S302).

[0116] Then, the controlling unit 16 outputs the obtained optical image data to the display circuit 15. The display circuit
15, as described above, converts the optical image data into image signals corresponding to the optical image data
supplied from the controlling unit 16 and outputs the resulting image signals under the control of the controlling unit 16.
The display device 12 outputs and displays an optical image corresponding to the opticalimage data based on the image
signals supplied from the display circuit 15. In other words, the controlling unit 16 makes the display device 12 output
and display the optical image by sending the optical image data to the display circuit 15 (step S303).

[0117] Thereafter, if the operator performs an input manipulation of the sample point setting command information
using the input device 11 while confirming the optical image on the display device 12 and keeping the distal end of the
insertion portion 3, i.e., a portion close to the ultrasonic transducer 3a, the transmission coil 7, and the optical observation
window 3c in contact with the anatomically characteristic region inside the subject body, the controlling unit 16 detects
the sample point setting command information (Yes in step S304), and detects the current time with the timer 16b. Then,
the image creating unit 16c sets the sample point on the orthogonal coordinate system xyz based on the sample point
setting command information using the position data supplied from the position data calculating device 6 under the
control of the controlling unit 16 (step S305). The controlling unit 16 stores the position data of the set sample point, i.e.,
respective pieces of the coordinate data on the orthogonal coordinate system xyz in the storing unit 16a. The controlling
unit 16 repeats the processing procedure of steps S301 to S306 until the controlling unit 16 detects the sample point
ending command information supplied from the input device 11.

[0118] Forexample, if the content of the sample point setting command information is command information instructing
to "set the sample point" and to "simultaneously obtain the position data of the transmission coil 7 and the plate 9 from
the position data calculating device 6", the controlling unit 16 detects the time t2 with the timer 16b and receives the
position data (transmission coil position data) based on the alternating magnetic field from the transmission coil 7 and
the plate position data from the position data calculating device 6. If the distal end of the insertion portion 3 is in contact
with a region near the pylorus inside the subject body at the time t2, the controlling unit 16 receives the transmission
coil position data as the coordinate data corresponding to the pylorus. Here, the transmission coil position data at the
time t2 is the coordinate data of the position vector OC(t2) of the central position C(t2) described above, the coordinate
data of the direction vector V(t2), and the coordinate data of the direction vector V,5(t2). Further, the plate position data
at the time t2 is the coordinate data of the position vector OL(t2) at the reference position L(t2) described above and the
rotating matrix T(t2).

[0119] The image creating unit 16c sets the coordinate data based on the transmission coil position data at the time
t2 as the coordinate data of the sample point P, on the orthogonal coordinate system xyz under the control of the
controlling unit 16. Thus, the image creating unit 16¢c comes to set the sample point P, corresponding to the pylorus of
the subject on the orthogonal coordinate system xyz. At the same time, the image creating unit 16c obtains the position
vector OP(t2) of the sample point P at the time t2 based on the plate position data at the time t2. The position vector
OP((t2) can be represented by the following equation (17):

OB (t2) = X, (21 + y. (2] + z,,(tDk
= OL(t2)

(17)

In the equation (17), the direction components xp((t2), yp((t2), zp((t2) are coordinate components of the position vector
OP((t2) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively. The position vector OP(t2)
and the above described rotating matrix T(t2) are employed in the correcting process of step S107 described above.

[0120] Since the coordinate data of the sample point P, at the time t2 is based on the coordinate data of the position
vector OC(t2), the position vector OP,(t2) of the sample point P, at the time t2 in the orthogonal coordinate system xyz
can be regarded to be the same as the position vector OC(t2), and can be represented by the following equation (18):

OB,(t2) = x,,(t2i + y,,(t2)] + 2,,(t2k

(18)
OC(t2)

I

22



10

15

20

25

30

35

40

45

50

55

EP 1 741 390 B1

In the equation (18), the direction components xp,(t2), yp,(t2), and zp,(t2) are coordinate components of the position
vector OP,(t2) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively.

[0121] Further, the controlling unit 16 detects the time t3 with the timer 16b, and receives the transmission coil position
data and the plate position data at the time t3 from the position data calculating device 6. If the distal end of the insertion
portion 3 is in contact with a region near the duodenal papilla inside the subject body at the time t3, the controlling unit
16 receives the transmission coil position data at the time t3 as the coordinate data corresponding to the duodenal
papilla. The transmission coil position data at the time t3 is the coordinate data of the position vector OC(t3) of the central
position C(t3) described above, the coordinate data of the direction vector V(t3), and the coordinate data of the direction
vector V,(t3). The plate position data at the time t3 is the coordinate data of the position vector OL(t3) of the reference
position L(t3) and the rotating matrix T(t3) described above.

[0122] The image creating unit 16c sets the coordinate data based on the transmission coil position data at the time
t3 as the coordinate data of the sample point P; on the orthogonal coordinate system xyz under the control of the
controlling unit 16. Thus, the image creating unit 16c comes to set the sample point P4 corresponding to the duodenal
papilla of the subject on the orthogonal coordinate system xyz. At the same time, the image creating unit 16c obtains
the position vector OP(t3) of the sample point P at the time t3 based on the plate position data at the time t3. The
position vector OP(t3) can be represented by the following equation (19):

OB(t3) = x,o(t3)1 + yoo(t3)F + 2.tk

(19)
= OL{t3)
In the equation (19), the direction components xp(t3), ypq(t3), Zp(t3) are coordinate components of the position vector
OP(t3) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively. The position vector OP(t3)
and the above described rotating matrix T(t3) are employed in the correcting process of step S107 described above.
[0123] Since the coordinate data of the sample point P5 at the time t3 is based on the coordinate data of the position
vector OC(t3), the position vector OP,(t3) of the sample point P4 at the time t3 in the orthogonal coordinate system xyz
can be regarded to be the same as the position vector OC(t3), and can be represented by the following equation (20):

OP,(t3) = x,3(t3)1 + y,,(t3)] + z.,(E3)k

(20)
OC(t3)

In the equation (20), the direction components xp3(t3), yps(t3), and zp5(t3) are coordinate components of the position
vector OP4(t3) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively.

[0124] On the other hand, if the operator performs an input manipulation of the sample point ending command infor-
mation using the input device 11 after the processing procedure of step S305 described above, the controlling unit 16
detects the input sample point ending command information (Yes in step S306), and performs the processing procedure
following the step S103 described above. Further, if the controlling unit 16 does not detect the sample point setting
command information in step S304 (No in step S304), the controlling unit 16 repeats the processing procedure from
step S306 described above.

[0125] The guide image creating process of step S108 described above will be described in more detail. FIG. 9 is a
flowchart illustrating the processing procedure up to the completion of the guide image creating process described above
by the controlling unit 16. FIG. 10 is a schematic diagram illustrating a relation between the two-dimensional image plane
of the two-dimensional image data at the time ts and the three-axis coordinate system P,P,P5; formed with the sample
points P to P5 processed by the image creating unit 16¢. FIG. 11 is a schematic diagram illustrating an operation of the
image creating unit 16¢, calculating the guide image plane at the time ts and the position data of the guide image plane.
[0126] In FIGS. 9to 11, after the controlling unit 16 performs step S107 described above, the image creating unit 16¢
calculates a guide image plane GF of the guide image data at the time ts based on the four feature points P’ to P3’ set
in the step S101 described above, the four sample points P to P4 obtained after the correction and updating in step
S107, and the position data associated with the two-dimensional image data of the time ts in step S106 described above
(step S401).

[0127] Conceptually, the guide image plane GF is calculated in the step S401 as follows. The image creating unit 16¢
sets the three-axis coordinate system P,’P,’P5’ on the orthogonal coordinate system x’y’z’ using the feature points Py’
to P53’ under the control of the controlling unit 16, and at the same time, sets the three-axis coordinate system P;P,P5
on the orthogonal coordinate system xyz using the sample points P to P5. Here, it is sufficient if the image creating unit
16c¢ sets the three-axis coordinate system using one of the feature points Py’ to P53’ as the origin. However, itis desirable
that the image creating unit 16c use a feature point Py’ which anatomically corresponds to the sample point P based
on the above described plate position data as the origin of the three-axis coordinate system P,'P,'P5’ as shown in FIG.
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11. In the following, the desirable setting is described. Further, the image creating unit 16c¢ sets the three-axis coordinate
system P,P,P; whose axis directions anatomically correspond with those of the three-axis coordinate system P,'P,’P3’.
In other words, it is desirable that the image creating unit 16¢ set the sample point Py based on the above described
plate position data as the origin of the three-axis coordinate system PP,P5 as shown in FIG. 10. Such a setting will be
described below.

[0128] Conceptually, the image creating unit 16c finds the guide image plane GF as follows. Firstly, the image creating
unit 16¢ finds the coordinates of an optional point R(ts) on the two-dimensional image plane UF shown in FIG. 10 in the
three-axis coordinate system P,P,P5 using the position data which is associated with the two-dimensional image data
in step S106 described above. By finding the coordinates, the image creating unit 16c can calculate the positional and
orientational relations between the two-dimensional image plane UF and the three-axis coordinate system P4P,P5.
[0129] Secondly, the image creating unit 16c finds a corresponding point R’(ts) which corresponds to the optional point
R(ts) represented by the above mentioned coordinates, and which resides on the three-axis coordinate system P,'P,'P5’
shown in FIG. 11, and sets a collection of the corresponding points R’(ts) as the guide image GF. Thus, the image
creating unit 16c can derive the guide image plane GF whose positional and orientational relations with the three-axis
coordinate system P'P,’P3’ are equal to the positional and orientational relations of the two-dimensional image plane
UF with the three-axis coordinate system P{P,Ps.

[0130] When the guide image plane GF is found in the above described manner, the two-dimensional image plane
UF and the guide image plane GF coincide with each other anatomically. This is because that though the anatomical
structure of the human body and the shapes of the organs are different from one person to another depending on the
constitutions, the anatomical structure and the shapes of the organs in an abdominal region are expected to be approx-
imately the same among different sexes, and because that the four sample points Py, P4, P5, and P5 on the body surface
of an actual subject, or on the surface of the lumen inside the subject anatomically correspond respectively to the four
feature points Py, P4’, P,’, and P53’ set on the slice image data group.

[0131] In practice, however, the image creating unit 16¢ finds the guide image plane GF as follows. To calculate the
guide image plane GF means to calculate three vectors, i.e., the position vector O’C’(ts) of the central position C’(ts) of
the guide image plane GF, the direction vector V’(ts) which indicates a direction of a normal line of the guide image
plane GF, and the direction vector V45’ (ts) which indicates a direction of twelve o’clock of the guide image plane GF,
on the orthogonal coordinate system x’y’z’. If the above mentioned three vectors are calculated, the guide image plane
GF can be uniquely defined on the orthogonal coordinate system x’y’z’. Here, the image creating unit 16¢ calculates the
above mentioned three vectors so that they anatomically coincide with the position vector OC(ts) of the central position
C(ts) of the two-dimensional image plane UF, the direction vector V(ts) which indicates the direction of the normal line
of the two-dimensional image plane UF, and the direction vector V45(ts) which indicates a direction of twelve o’clock of
the two-dimensional image plane UF, respectively, in order to make the two-dimensional image plane UF and the guide
image plane GF anatomically coincide with each other. Therefore, in practice, the image creating unit 16¢c does not find
the corresponding point R’(ts) as described above for each of all the optional points R(ts) on the two-dimensional image
plane UF.

[0132] In the following, a concept of a manner to find the guide image plane GF will be described first. Then, as an
actual manner of finding the guide image plane GF, a manner of calculating the central position of the guide image plane
GF, the direction of normal line, and the direction of twelve o’clock will be described. In the following description of the
concept of the guide image plane GF finding, plural equations will be mentioned. The equations are cited in order to
describe an overall concept and to describe a background of equations actually employed in finding the guide image
plane GF. In practice, the image creating unit 16¢ performs a numerical operating process to find the guide image plane
GF based on equations described in relation to an actual manner of guide image plane GF finding.

[0133] The concept of finding the guide image plane GF described above will be described in more detail below. Here,
a manner of making the optional point R(ts) on the two-dimensional image plane UF anatomically coincide with the
corresponding point R’(ts) on the guide image plane GF will be mainly described.

[0134] A position vector PyR(ts) between the plate 9 and the optional point R(ts) can be represented one the three-
axis coordinate system P,P,P5 with appropriate actual numbers a, b, and c as the direction components as represented
by the following equation (21):

B,R(ts) = aFP(ts) + bEP,(ts) + cEP(ts) (21)

[0135] On the other hand, the feature points Py’, P4, P5’, and P53’ are associated with the sample points P, P4, P,
and P, respectively, as anatomically identical positions. Further, though the anatomical structure of the human body
and the shapes of the organs are different from one person to another depending on physical constitutions, anatomical
structure and shapes of organs in an abdominal region are expected to be approximately the same among different
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sexes. Therefore, if the optional point R(ts) is located at a specific position relative to the three-axis coordinate system
P4P,P3, the corresponding point R’(ts) which is at a similar position relative to the three-axis coordinate system P,’P,'P3’
can be regarded to correspond with a point which resides anatomically on the same organ or on the same tissue as the
optional point R(ts). Therefore, assuming that the actual numbers a, b, and c in the equation (21) are the direction

10

components of the three-axis coordinate system P,P,P5, a point which is on the orthogonal coordinate system x’y’z
which can be represented similarly to the equation (21) as shown by the following equation (22) can be regarded to be
the corresponding point R’(ts) which anatomically corresponds to the optional point R(ts):

B'R'(ts) = aB,' B'(ts) + bBR,' B,' (ts) + cB' P, (ts) (22)

[0136] Here, when the direction components of the position vector OR(ts) of the optional point R(ts) in the orthogonal
coordinate system xyz are defined respectively as xg(ts), yr(ts), and zg(ts), and when the direction components of the

PRI

position vector O’R’(ts) of the corresponding point R’(ts) on the orthogonal coordinate system x’y’z’ are defined respec-
tively as xg'(ts), yr'(ts), zg'(ts), the following equations (23) and (24) are satisfied:

OR(ts) = x (ts)l + y (ts)] + z (ts)k (23)

O'R'(ts) = x,'(Es)i'ty,' (ts)j'+z, " (Es)K' (24)

Further, based on the above described equation (21), the following equation (25) can be obtained:

OR(ts) — OF)(ts) = alOP,(ts) — OF,(ts)) .
+ b(OR,(ts) — OF,(ts)) (25)
+ c(OB(ts) — OF)(ts))

Then, based on the equations (25), (4) to (10), and (23), the following equation (26) can be obtained.

Xg (ts) Xpo(ts) Xpi (t8) = Xpg(ts)  Xpy(ts) —Xpy(ts)  Xp3(ts) —Xpy(ts) ) a
Yr(t8) | = | Ypo(ts) | =| ¥pi(ts) = ¥po(ls)  ¥pa(ts)—ypy(ts) yps(ts) - Ypo(ts) b
Zg (ts) Zpy(ts) Zp)(18) = Zpo(ts)  Zp, (1) —Zp (ts)  Zp;(ts) —zpy(ts) Ac

(26)

[0137] Hereinbelow, for simplicity of the description of the equations, a 3x3 matrix Q(ts) is defined as the following
equation (27):

X (E8) — X,(ES) Xpp(E8) — X,0(ES3) Xpa(ES) — X,,(tS)
O(ts) = | Y (ES) — ype(ts) Yo (ES) — ¥ o(ts) Ypi(ts) — y(ts)
Zp(ES) — z,,(tS) Z,,(ES8) — z,,(ts) Z5(ts) — z,4(ts)

(27)

[0138] Thus, the above described equation (26) can be transposed to the following equation (28):
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X(ts) Xpo(tS) a
VeES)| — | Yeolts)| = QOlts) b (28)
z.(ts) Z ,o(tS) c

Thus, the actual numbers a, b, and c can be obtained as in the following equation (29):

a X, (tS) Xpo(ES)
bl = Ots) 3| yets) | = | ¥eolts) (29)
c » z,(ts) Zpo(ES)

On the other hand, based on the above described equation (22), the following equation (30) can be obtained:

O'R'(ts) — O' B' = al0' B,'-0' B,' ) + b(O' B,'~O' B,")

(30)
+ cl0' B'-0' B,")

Then, similarly to the derivation of the above described equation (26), based on the equations (30), (11) to (14), and
(24), the following equation (31) can be obtained:

!

! ! ! ' ’ I3 ’

Xg (Es) Xpo Xp1 T Xpo Xpz T Xpo Xpz T Xpg a
! ! ! ! r 14 ! 14
Ve &S| = | Yo =¥ T Yeo Ye2 = Yoo Yezs = Yoro b
! ! r 4 ! ’ 14 !
z, (ts) Zpo 1%2m — Zpo Zp2 T Zpo . Zp3 T Zp ¢
(31)
[0141] Hereinbelow, for simplicity of the description of the equations, a 3x3 matrix Q’ is defined as the following equation
(32):
’ 14 t ! ! !
Xp1 T Xpo Xpa Xpo Xp3 Xpo
13 ’ 13 1 4 ’
’
Q =Y ~ Yro Yp2 = Yopo Ye3 — Yro (32)
14 I_ ! ! ! I
Zp Zpo Zpy Zpo "Zp3 Zpp
[0142] Thus, the above described equation (31) can be transposed to the following equation (33):
' 1
X, (ts) Xpo a
’ !
Ve &S)| =y | = Q|D (33)
14 !
z, (ts) Z 5 c
[0143] Thus, based on the above described equations (29) and (33), the following equation (34) is obtained. Then,

the following equation (35) is obtained. In the equations (34) and (35), the matrix Q(ts)-! is an inverse matrix of the matrix

Q(ts).
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(%,(£9)) ([ %4(tS)
Ye&S) | = | Yo | = o'ots)™ yR(tS) — | YpoltS) (34)
2, t5) | | zp z,(ts) ) | zp(ts)
Xg (E5) Xro X (ts) x..(ts)
yR (tS) = yPO + Q'Q(tS)_l _YR(tS) - yPo(ts) (35)
ZR,(tS) ZPOI ZR(tS) Zpo(ts)

[0144] Thus, analytically based on the equations (24) and (35), the position vector O’R’(ts) of the anatomically corre-
sponding point R’(ts) of the optional point R(ts) on the two-dimensional image plane UF in the orthogonal coordinate
system xyz, and the direction components xg'(ts), yg'(ts), and zg'(ts) thereof in the orthogonal coordinate system x’y’z’
are found. Thus, the guide image plane GF is a collection of corresponding points R’(ts) which can be calculated from
the equations (24) and (35) with respect to the optional point R(ts) on the two-dimensional image plane UF, with the use
of the coordinate data of the feature point stored in the image storing unit 14 by the controlling unit 16 in step S101, the
coordinate data of the sample point stored in the storing unit 16a by the controlling unit 16 in step S102, and the position
data associated with the two-dimensional image data at the time ts and stored in the storing unit 16a by the controlling
unit 16 in step S106.

[0145] Then, an actual manner of finding the above described guide image plane GF will be described in detail.
Hereinbelow, an actual manner taken by the image creating unit 16¢ to find the guide image plane GF will be mainly
described, in which the position data that determines the central position C’(ts) and the orientation of the guide image
plane GF described above, i.e., the position vector O’C’(ts) in the orthogonal coordinate system x'y’z’, the direction vector
V'(ts), and the direction vector V,(ts) are calculated with the use of the position data associated with the two-dimensional
image data at the time ts, i.e., the position vector OC(ts) of the central position C(ts), the direction vector V(ts), and the
direction vector V45(ts) of the two-dimensional image plane UF.

[0146] Firstly, a manner of finding the position vector O’C’(ts) will be described. The image creating unit 16c performs
a coordinate converting process which is substantially the same with the equation (35) described above using the three-
axis coordinate systems P,P,P,, and P,'P,'P5’ described above and the position vector OC(ts) under the control of the
controlling unit 16, and calculates the position vector O’C’(ts). Here, since the central position C(ts) is set in the orthogonal
coordinate system xyz, the position vector OC(ts) can be represented by the following equation (36). Further, since the

central position C'(ts) is set in the orthogonal coordinate system x’y’z’, the position vector O’C’(ts) can be represented
by the following equation (37):

OC(ts) = x.(ts)i + y.(ts)] + z.(ts)k (36)

O'C'(ts) = x.'(Es)i'+y.' (Es)F'+z, ' (Es)K' (37)

In the equation (36), the direction components x(ts), y.(ts), z.(ts) are coordinate components of the position vector
OC(ts), respectively in the x-axis direction, the y-axis direction, and the z-axis direction. Further, in the equation (37),
the direction components x./'(ts), y. (ts), and z/'(ts) are coordinate components of the position vector O’C’(ts), respectively
in the x’-axis direction, the y’-axis direction, and the z’-axis direction.

[0147] In the above described equation (35), when the optional point R(ts) is replaced with the central position C(ts),
and the corresponding point R’(ts) is replaced with the central position C’(ts), the following equation (38) is obtained.
The image creating unit 16¢ can find the coordinate data of the central position C’(ts) of the guide image plane GF based
on the equation (38). Thus, the image creating unit 16¢ sets the central positions C(ts) and C’(ts) on the two-dimensional
image plane UF and the guide image plane GF, respectively, as shown in FIGS. 10 and 11, and determines the respective
central positions so that the two-dimensional image plane UF and the guide image plane GF anatomically correspond
with each other.
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Xq (ts) X o %, (tS) X ()
Ve Es)| = | ¥Ypo |+ Q’Q(ts)_l Ye(ES) | — | YpoltS) (38)
z ’(ts) Zpo’ z.(ts) Zp(tS)

[0148] Secondly, a manner of finding the direction vector V,'(ts) that indicates a direction of twelve o’clock on the
guide image plane GF will be described. Based on the assumption that there is a unit point R45(ts) which is a unit distance
away from the central position C(ts) of the two-dimensional image plane UF in a direction of twelve o’clock based on
the optional point R(ts), the direction vector V45'(ts) of the guide image plane GF is derived based on the assumed unit
point R¢5(ts). Here, since the unit point R4 (ts) is set in the orthogonal coordinate system xyz, the position vector OR ¢ 5(ts)
is represented by the following equation (39):

OR,,(ES) = Xpp,(tS) + y,p,(ES)F + 2z, tESk : (39)

In the equation (39), the direction components xg1,(ts), Yr1o(ts), and zr4,(ts) are coordinate components of the position
vector OR45(ts) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively.
[0149] Further, since the unit point R45’(ts) which anatomically corresponds to the unit point Ry,(ts) is a point on the

guide image plane GF that is set in the orthogonal coordinate system x’y’z’, the position vector O’'R,5’(ts) can be repre-
sented by the following equation (40) :

O'R,,"(ts) = X, (Es)i'+y L, (E5)F'+z,,," (Es)K (40)

In the equation (40), the direction components xg45'(ts), Yr42'(ts), and zg4,’(ts) are coordinate components of the position
vector O'R45'(ts) in the x’-axis direction, the y’-axis direction, and the z'-axis direction, respectively.

[0150] In the equation (35) described above, when the optional point R(ts) is replaced with the unit point R45(ts), and
the corresponding point R’(ts) is replaced with the unit point R4,’(ts), the following equation (41) is obtained. Based on
the equations (40) and (41), the coordinate data of the unit point R4,’(ts) of the guide image plane GF can be obtained.

] !

Xgy2 (€S) X

7 Xpy2(ES) XpoltS) |
Yz (ES)| = Yoo | + o'oes)™ Yri2{ES) | = | ¥polts) (41)
ZRlz'(ts) ZPO, ZR1g(tS) ZPO(tS)

[0151] Here, the position vector OR,(ts) of the unit point Ry,(ts) can be represented by the following equation (42)
with the use of the position vector OC(ts) and the direction vector V,(ts):

OR,,(ts) = OC(ts) + V,,(ts) (42)

Hence, the direction vector V,(ts) can be represented by the following equation (43) with the use of the position vectors
OR(ts), and OC(ts):

V,,(ts) = OR,(ts) — OC(ts) (43)

[0152] The image creating unit 16¢ can find the direction vector V4,’(ts) by standardizing the difference between the
position vector O’C’(ts) and the position vector O'R4,’(ts) to a unit length based on the equation (43). The direction vector
V,'(ts) can be represented by the following equation (44):
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V,,' (£8) = (O' Ry,' (ts) — O' C' (£5)) /|0 Ry, (ES) — O' C' (Es) (44)

Thus, the image creating unit 16¢ sets the direction vectors V45(ts) and V4,’'(ts) as shown in FIGS. 10 and 11 on the
two-dimensional image plane UF and the guide image plane GF, respectively, and determines the direction of twelve
o’clock for each of the two-dimensional image plane UF and the guide image plane GF, so that the two-dimensional
image plane UF and the guide image plane GF anatomically correspond with each other.

[0153] The direction components xv,,'(ts), yv45'(ts), and zv,,'(ts) of the direction vector V,,'(ts) in respective axis
directions in the orthogonal coordinate system x’y’'z’, i.e., the coordinate data of the direction vector V,,’(ts) calculated
by the image creating unit 16¢ will be described in detail. As described above, the direction vector V,'(ts) is calculated
based on the difference between the position vector O'R45'(ts) and the position vector O’C’(ts). The coordinate data
based on the difference in position vectors is represented by the following equation (45) based on the above described

equations (38) and (41).

’ !

KXo (ES) X, (ts) %, (ES) x(tS)
Varp ES) | = | Yo (€3) | = Q'0ES) S| YaratS) | — | ye(ES) (45)
Zmz,(ts) ZC,(tS) Zpo(ES) z.(ts)

[0154] The right side of the equation (45) can be represented by the coordinate data of the direction vector V5(ts),
i.e., the direction components xv45(ts), yv4,(ts), and zv,5(ts) in the respective axis directions of the orthogonal coordinate
system xyz based on the equation (43), whereby the following equation (47) is obtained. The direction vector V ,(ts)
can be represented by the following equation (46) with the direction components xv,(ts), yv4s(ts), and zv4,(ts):

V,,(ts) = xv,(ts)i + yv,,(Es)] + zv,,(Es)k (46)
¥z (£ *e (£9) XVy,(ts)
Ve E8) | = | e (E8) | = Q0S| yv,,(ES) (a7)
ZRlzl(tS) ch(tS) zv,,(ts)

[0155] Since the direction vector V,,'(ts) is calculated based on the standardization of the above described difference
between the position vector O’'R,’(ts) and the position vector O’C’(ts) to the unit length, the direction vector V,,'(ts) can
be obtained by the standardization of the right side of the equation (47) to the unit length. Then, the following equation
(49) is obtained. The direction vector V4,'(ts) is represented by the following equation (48) with the direction components
XVqo'(ts), yv4o'(ts), and zv45'(ts).

V,' (Es) = xv,,' (ES)i'tyv,,' (Es)j+zv,,' (ES)K' _ (48)
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XV ,(ts)

xvy, (£s)|  QOEST| yvi(ts)

1] ZVlz(tS)
yv,, (Es)| = (49)

’ lez(tS)

2Vi2 (£9) ) lo'ores)™| yvy,(ts)

zv,,(ts)

[0156] Thirdly, a manner of finding the direction vector V'(ts) that indicates the direction of the normal line of the guide
image plane GF will be described. The image creating unit 16¢ calculates a vector that intersects with all the vectors
formed by the optional points on the guide image plane GF anatomically corresponding to the two-dimensional image
plane UF, as the normal vector, i.e., as the direction vector V'(ts). Assume that there are two optional points R(ts) and
R,(ts) on the two-dimensional image plane UF, and there are two corresponding points R4’(ts) and R,'(ts) that are on
the guide image plane and that anatomically correspond, respectively, to the optional points R4(ts) and Ry(ts). The
position vectors OR(ts) and ORy(ts) of the optional points R4(ts) and Ry(ts) are represented by the following equations
(50) and (51):

OR, (Es) = x,({ts)1 + y,(Es)T + z,,(Es)k (50)

OR,(ts) = X ,(ES)1 + y,(E5)] + z,(ts)k ‘ (51)

In the equation (50), the direction components xr4(ts), yr¢(ts), and zg,(ts) are coordinate components of the position
vector OR(ts) in the x-axis direction, the y-axis direction, and the z-axis direction, respectively. Further in the equation
(51), the direction components xro(ts), Yro(ts), and zg,(ts) are coordinate components of the position vector ORs(ts) in
the x-axis direction, the y-axis direction, and the z-axis direction, respectively.

[0157] The position vectors O’'R4’(ts) and O’R,’(ts) of the corresponding points R¢’(ts) and R,'(ts) can be represented
by the following equations (52) and (53), respectively:

O' R, (£5) = x4 (£8)i'ty,,' (ES)F+2,, " (ES)K' (52)

O'R,' (tS) = xX,,' (ES)i'+y,,' (ES)JHz,,' (ES)K' | (53)

In the equation (52), the direction components xg'(ts), Yr4'(ts), and zg4’(ts) are coordinate components of the position
vector O'Ry’(ts) in the x’-axis direction, the y’-axis direction, and the z’-axis direction, respectively. Further in the equation
(53), the direction components xg,'(ts), Yro'(ts), and zg,'(ts) are coordinate components of the position vector O'R,’(ts)
in the x’-axis direction, the y’-axis direction, and the z’-axis direction, respectively.

[0158] Further, based on the above described equation (35), and with the coordinate data of the position vectors
OR,(ts) and OR,(ts), and the coordinate data of the position vectors O’R;’(ts) and O’R,'(ts), the following equations (54)
and (55) are obtained:

Xpy (ts) Xpo VXRl(tS) XPD(tS)
Ve (ES) | = | ¥po |+ QQES) | YultS) | = | ¥poltS) (54)
Zgl’(ts) ZPOI ZRl(ts) . Zpo(ts)
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Xg, (E5) Xpo X, (ES)] X, (tS)
Yre (ts)| = Yeo |+ Q,Q(ts)‘l sz(tS) - yPO(tS) (55)
zy, (£S) | | zp Zuts))  |z,its)

Thereafter, by subtracting the right side and the left side of the equation (55) from those of the equation (54),

respectively, the following equation (56) is obtained.

[0160]

r !

x;u,(t s) XRZ,Q:S) X (£) X, (t3)
Var (€9 | = | Yo (£8)| = Q'0tS8) | ¥ (£S) | — | ¥roltS) (56)
2, ()| | 2, (tS) z2y(ts))  |zg(ts)

Further, by multiplying the respective sides of the equation (56) with Q(ts)Q"* from the left, the following equation

(57) is obtained.

[0161] The direction vector V(ts) of the two-dimensional image plane UF is represented by the following eq
with the direction components xv(ts), yv(ts), and zv(ts) of the orthogonal coordinate system xyz in the respective axis
directions:

Vits) = xv(ts)l + yvits)] + zv(ts)k (58

Since the direction vector V(ts) is the two-dimensional image data at the time ts, i.e., the normal vector in the two-
dimensional image plane UF, the direction vector V(ts) intersects with the vector R,R(ts) that connects the optional
points R4(ts) and R,(ts). Based on the above, the following equation (59) can be obtained. In the equation (59), an inner

’ !

X (ES) X, (£S) Xp (£S) Xpp (ES)
le(tS) | YretS)| = Q(tS)Q,—l Ym (ES)]| = szl(tS) {57)
ZnltS) Zrz(E3) 2 (£9) 2y, (E3)

product V(ts)-R,R(ts) is an inner product of the direction vector V(ts) and the vector R,Ry(ts).

0

[0162]

Xg (ES) X0 (ts))
= V(ts) - RR,(ts) = (xvits) yvits) zvits)N| yu(ts)] - | y.(Es)
]‘-zm(ts) Z o, (ts)

Further, based on the equations (57) and (59), the following equation (60) is obtained:

31

uation (58)

)

(59)



(]

10

15

20

25

30

35

40

45

50

55

EP 1 741 390 B1

Xp (E5) X g, (ES)
(xv(ts) yv(ts) zv(ts))Q(ts)Q"1 'lel(tS) - .YRZI(tS) = 0 (60)
zm’(ts) zm’(ts)

[0163] Here, the direction vector V'(ts) of the guide image plane GF is represented by the following equation (61) with

the use of the direction components xv’'(ts), yv'(ts), and zv'(ts) of the orthogonal coordinate system x’y’z’ in the respective
axis directions:

V' (ts) = xv' (ts)i'+yVv' (ts)j'+zVv' (ts)k' (61)

Further, the direction components xv'(ts), yv'(ts), and zv’'(ts) of the direction vector V’(ts) are defined so as to satisfy the
following equation (62):

(xv'ts) yvits) zv'ts) = (xvits) - yvits) Zv(ts)OEs)O"™  (62)

[0164] Accordingtothe above definition, the following equation (63) is obtained based on the above described equations
(60) and (62), in turn, the following equation (64) is obtained.

xm'(ts) sz’(tS)
(xv'ts) yvits) zvits)R| v ES)| - | ve ES) | = 0 . (63)
zm’(ts) szi(tS)

V'(ts) e R,R'(ts) = 0 (64)

In the equation (64), the vector R2’'R1’(ts) is a vector connecting the corresponding points R1’(ts) and R2’(ts) on the
guide image plane GF.

[0165] Here, the equation (64) indicates that the direction vector V'(ts) intersects with all the vectors connecting the
optional points on the guide image plane GF. In other words, the direction vector V’(ts) based on the above described
equations (61) and (62) is a normal vector determining the direction of a normal line in the guide image plane GF.
Therefore, the image creating unit 16c can calculate the direction vector V'(ts) that determines the direction of normal
line of the guide image plane GF based on the above described equations (61) and (62). Thus, the image creating unit
16¢, as shown in FIGS. 10 and 11, sets the direction vectors V(ts) and V’(ts) on the two-dimensional image plane UF
and the guide image plane GF, respectively, and determines the direction of normal line of each plane so that the two-
dimensional image plane UF and the guide image plane GF anatomically correspond with each other.

[0166] Thus, the image creating unit 16¢ can find the orientation (central position, direction of normal line, direction of
twelve o’clock) of the guide image plane GF calculated in step S401 described above under the control of the controlling
unit 16, and the image creating unit 16¢ can set the guide image plane GF, with which the above orientation is associated,
as an image plane which anatomically corresponds to the two-dimensional image plane UF.

[0167] Then, the controlling unit 16, in response to the setting of the guide image plane GF by the image creating unit
16¢ as a trigger, reads out the slice image data group that corresponds to the guide image plane GF from the image
storing unit 14 (step S402). Specifically, the controlling unit 16 reads out image data which is located on an intersecting
line of each piece of the slice image data of the slice image data group and the guide image plane GF based on the
position data of the position and the orientation of the guide image plane GF obtained in step S401 described above.
The image creating unit 16c performs the interpolating process, the coordinate converting process, or the like on the
read out slice image data group located on the intersecting line, and creates guide image data corresponding to a
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sectional image along the guide image plane GF from the slice image data group stored in the image storing unit 14
(step S403). Subsequently, the controlling unit 16 performs the processing procedure of step S109 described above.
[0168] In the first embodiment of the present invention, the controlling unit 16 sets the feature point on the slice image
data based on the coordinate information, which is input by the operator through the input device 11, of the feature point.
The present invention, however, is not limited to the above arrangement. When an interest region or a protocol of the
examination is determined in advance, plural sets of feature points may be stored in the image storing unit 14 as the
default coordinate data together with the slice image data group at the time of shipment from the manufacturing facility.
Then, the controlling unit 16 may read out the default coordinate data of the feature points from the image storing unit
14 and set the feature point according to the read out data based on command information supplied from the input device
11 for the selection of feature points.

[0169] In the first embodiment of the present invention, at the setting of the feature points, the controlling unit 16,
based on the image display command information sequentially supplied through the input device 11 by an input manip-
ulation of the operator, sequentially reads out the slice image data group starting from a leading piece arranged first in
the sequence to a last piece arranged last in the sequence, and the controlling unit 16 sequentially outputs and displays
the read out data on the screen of the display device 12. The present invention, however, is not limited to the above
arrangement. The slice image data group may be collectively read out based on the image display command information,
and the slice images may be displayed on the screen of the display device 12 in a list format.

[0170] Further, in the first embodiment of the present invention, the plate 9 or the marker coil 8 is attached to each of
previously determined plural positions of the subject, such as the ensiform cartilage and the pelvis. The fluctuations in
various types of position data attributable to the change in posture of the subject or the difference in physical constitutions
of the subjects are corrected. After the correction, the marker coil 8 is detached from the subject while the plate 9 remains
on the body surface of the subject. Based on the position data obtained from the alternating magnetic field from the
remaining plate 9, the fluctuations in the coordinate data of the sample point caused by the change in posture of the
subject during the examination is corrected. The present invention, however, is not limited to the above arrangement.
The posture of the subject may be made unchangeable through anesthesia or the like immediately before the examination
and the sample point may be sequentially set based on the position data obtained from the alternating magnetic field of
the marker coil 8, or alternatively, the subsequent correction of the coordinate data of the sample point may be omitted.
Still alternatively, the fluctuation in the coordinate data of the sample point attributable to the change in posture of the
subject may be corrected based on the alternating magnetic field output from the plate 9 and the marker coil 8 attached
on the body surface of the subject during the examination. According to such an arrangement, preciseness of the guide
image anatomically corresponding to the two-dimensional ultrasound image can be enhanced by the attachment of the
marker coil 8 at a suitable position.

[0171] Further, in the first embodiment of the present invention, the guide image plane is set through the calculation
of the position and the orientation of the guide image plane (central position, direction of normal line, direction of twelve
o’clock). The present invention, however, is not limited to the above arrangement. For example, coordinate points of
four corners of the obtained two-dimensional image data may be detected; four coordinate points anatomically corre-
sponding to the coordinate points of the four corners, respectively, are found; and the guide image plane may be calculated
based on the four coordinate points based on the equation (35) described above. Still alternatively, command information
concerning the size of the guide image, e.g., numerical information, selection information, or the like in which the display
size and the display magnification are previously reflected may be input from the input device 11 by a command or a
selection, and the size of the guide image plane may be determined based on the supplied command information.
[0172] Still further, in the first embodiment of the present invention, the first coil and the second coil of the transmission
coil 7 are arranged near the ultrasonic transducer 3a so that the first coil and the second coil intersect with each other,
while the direction of one coil axis is arranged in the direction of normal line of the two-dimensional image data, and the
direction of another coil axis is arranged in the direction of twelve o’clock of the two-dimensional image data. The present
invention, however, is not limited to the above arrangement. Alternatively, the first coil and the second coil may be
arranged at fixed positions relative to the ultrasonic transducer 3a, while the direction of the coil axis of the first coil or
the direction of the coil axis of the second coil is arranged in a known direction, and the direction of normal line and the
direction of twelve o’clock of the two-dimensional image data may be corrected and calculated based on the positional
relation relative to the known direction. Still alternatively, the first coil and the second coil may be arranged in an inclined
manner, and the direction of normal line and the direction of twelve o’clock of the two-dimensional image data may be
corrected and calculated based on the directions of coil axes of the first coil and the second coil. With such an arrangement,
the insertion portion 3 of the probe 2 can be made even thinner.

[0173] In the first embodiment of the present invention, the position data of the ultrasonic transducer 3a is detected
through the reception of the alternating magnetic field from the transmission coil 7 in the probe 2 by the receiver coil 10.
The present invention, however, is not limited thereto. Alternatively, the receiver coil 10 may be arranged in the probe
2, while the transmission coil 7 may be arranged in the position data calculating device 6. The alternating magnetic field
from the transmission coil 7 may be received by the receiver coil 10 in the probe 2, whereby the position data of the
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ultrasonictransducer 3a may be detected. Still alternatively, in place of the alternating magnetic field from the transmission
coil 7, acceleration or the like caused by the change in relative position of the ultrasonic transducer 3a relative to the
interior of the subject body may be employed for the detection of the position and the orientation of the two-dimensional
image data.

[0174] Still further, in the first embodiment of the present invention, the origin O of the orthogonal coordinate system
xyz is set at a predetermined position of the receiver coil 10, e.g., near the central axis of the alternating magnetic field
receiving surface. The present invention, however, is not limited to the above arrangement. The origin O may be set at
any desirable position whose relative positional relation with the receiver coil 10 does not change.

[0175] Still further, in the first embodiment of the present invention, the slice image data is previously created based
on photograph data which is sectional images of a frozen human body other than the body of the subject, and the guide
image is created from the slice image data. The present invention, however, is not limited to the above arrangement.
For example, the radial scan may be performed on the subject or a human body other than that of the subject with the
ultrasonic diagnosis apparatus 1 or a similar ultrasonic diagnosis apparatus, and a two-dimensional image data group
may be obtained. Images included in the two-dimensional image data group may be colored with respect to organs, and
a colored image data group is created and stored previously in the image storing unit 14. Then, the colored image data
group may be employed in place of the above described slice image data group. Still alternatively, three-dimensional
image data may be obtained in advance with an extracorporeal type ultrasonic diagnosis apparatus which employs a
modality other than ultrasound, such as Position Emission Tomography (PET) or which irradiates the ultrasound from
outside the subject body. The obtained three-dimensional image data may be previously stored in the image storing unit
14, and the feature points may be set and the guide image may be created based on the stored three-dimensional image
data.

[0176] As described above, in the first embodiment of the present invention, the slice image data group, which is the
anatomical image data colored with respect to organs, is previously stored. The feature point is set in the orthogonal
coordinate system x’y’z’ of the slice image data group. Further, the sample point is set in the orthogonal coordinate
system xyz of the subject so that the sample point anatomically corresponds with the feature point. Further, the two-
dimensional image data inside the subject obtained through the radial scan and the position data concerning the position
and the orientation of the two-dimensional image plane thereof are obtained. The two-dimensional image plane is
converted from the orthogonal coordinate system xyz to the orthogonal coordinate system x'y’z’ with the use of the
coordinate data of four feature points among at least four set feature points, the coordinate data of the four sample points
that anatomically correspond to the four feature points among at least four set sample points, and the position data of
the two-dimensional image plane. Thus, the guide image plane which anatomically corresponds to the two-dimensional
image plane is created. Then, the guide image data anatomically corresponding to the two-dimensional image data is
created based on the position data concerning the position and the orientation of the guide image plane and the slice
image data group. Then, the two-dimensional ultrasound image corresponding to the two-dimensional image data and
the guide image corresponding to the guide image data are output and displayed on the same screen in an aligned
manner. Thus realized is an ultrasonic diagnosis apparatus which can sequentially output and display in real time the
two-dimensional ultrasound image together with the guide image which anatomically correctly corresponds to the two-
dimensional ultrasound image in terms of the position and orientation of the presented organs or the like, and which
includes displays of the annotation information such as an abbreviation of each organ, and the like, and which displays
organ images each in different colors.

[0177] Further, when the coordinate data of the sample point set in the past, i.e., before the current time differs from
the coordinate data of the current sample point due to the change in posture of the subject or the like, such difference
is corrected so that the past sample point is updated to the current sample point. Hence, the guide image data which
anatomically corresponds to the two-dimensional image data sequentially obtained in real time can be correctly obtained,
and the correctness of the anatomical correspondence between the two-dimensional ultrasound image and the guide
image which is output and displayed together with the two-dimensional ultrasound image can be enhanced.

[0178] Still further, the coordinate data of two sample points among the above described four sample points are
detected based on the alternating magnetic fields from the plate and the marker coil respectively arranged near the body
surface, for example, at the ensiform cartilage and the right end of the pelvis of the subject, and the coordinate data of
the remaining two sample points are detected based on the alternating magnetic field from the transmission coil arranged
at random inside the subject body, for example, near the pylorus and duodenal papilla. Therefore, compared with the
detection of the coordinate data of the four sample points from the body surface of the subject with the probe incorporating
the transmission coil, a trouble of cleaning the probe before the operation can be reduced. Further, the sample point
can be set at a position corresponding to a position inside the subject while the probe incorporating the transmission
coil is inside the subject body. Therefore, the sample point can be set at a position inside the body following the movement
and positional change of the target interest region inside the body caused by the movement of the probe. Still further,
the sample point can be set at a position inside the body near the target interest region. Thus, the correctness of
anatomical correspondence between the guide image and the two-dimensional ultrasound image can be enhanced.
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Specifically, the pylorus and the duodenal papilla may move inside the body together with the head of pancreas according
to the movement of the insertion portion of the probe. However, since these regions can be set as the sample point, the
anatomical correctness of the guide image can be enhanced.

[0179] By employing the ultrasonic diagnosis apparatus, the operator can simultaneously confirm the two-dimensional
ultrasound image and the guide image. For example, the operator can correctly and easily recognize which portion of
the subject the current two-dimensional ultrasound image anatomically indicates by referring to the colored organ images
in the guide image. Therefore, the operator can easily locate the interest region, such as pathological lesions or the like
inside the subject body, correctly observe the interest region, and make a medical diagnosis of the subject correctly and
efficiently. Therefore, the ultrasonic diagnosis apparatus of the present invention is far more useful in medical term
compared with an ultrasonic diagnosis apparatus which irradiates the ultrasound from outside the subject body. In
particular, the above described ultrasonic diagnosis apparatus largely contributes to the reduction of examination time
of the subject and the reduction of learning time of an immature operator.

SECOND EMBODIMENT

[0180] A second embodiment of the present invention will be described in detail. In the first embodiment described
above, the guide image data is created with the use of the slice image data group previously stored in the image storing
unit 14. In the second embodiment, anatomical image data is created with a diagnostic imaging apparatus such as a
three-dimensional magnetic resonance imaging (MRI) apparatus, and an X-ray three-dimensional helical computer
tomography (CT) apparatus. The anatomical image data is obtained via a network and the guide image data is created
based on the obtained anatomical image data.

[0181] FIG. 12 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according
to the second embodiment of the present invention. In an ultrasonic diagnosis apparatus 21, an image processing device
22 is arranged in place of the image processing device 13. The image processing device 22 includes a controlling unit
23 in place of the controlling unit 16, and further includes a communication circuit 24. The communication circuit 24 is
electrically connected to the controlling unit 23, and further communicatively connected to a three-dimensional MRI
apparatus 25 and an X-ray three-dimensional helical CT apparatus 26 via a network 27. In other respects, the structure
of the second embodiment is the same as the structure of the first embodiment, and the same elements are denoted by
the same reference characters.

[0182] The controlling unit 23 has the same structure and function as those of the controlling unit 16 described above.
The controlling unit 23 functions so as to control the communication circuit 24, and to perform an information commu-
nication process with the three-dimensional MRI apparatus 25, or the X-ray three-dimensional helical CT apparatus 26
via the network 27. When the operator performs an input manipulation to input obtainment command information to
command to obtain anatomical image data and to input selection command information to command to select a sender
of the anatomical image information using the input device 11, the controlling unit 23 detects the input obtainment
command information and the selection command information, and performs the information communication process
based on the detected obtainment command information and the selection command information, and obtains the
anatomical image data from one of the three-dimensional MRI apparatus 25 and the X-ray three-dimensional helical CT
apparatus 26 through the communication circuit 24 and the network 27. When the controlling unit23 obtains the anatomical
image data from the three-dimensional MRI apparatus 25, the anatomical image data is obtained in a form of three-
dimensional volume data, whereas when the controlling unit 23 obtains the anatomical image data from the X-ray three-
dimensional helical CT apparatus 26, the anatomical image data is obtained in a form of a two-dimensional CT image
data group which includes plural pieces of two-dimensional CT image data.

[0183] Here, the volume data is a collection of voxels. Voxel is a unit of data identified based on monochrome or color
luminance or the like. The volume data corresponds to an intra-subject image data over entire three-dimensional region
of the subject, or another subject. The two-dimensional CT image data group is a group of pieces of two-dimensional
sectional image data of the subject or another subject and the data pieces in the group are arranged in substantially the
same manner as the arrangement of the above described slice image data group.

[0184] The communication circuit 24 is implemented with a high-capacity, high-speed communication modem or the
like. The communication circuit 24 receives the volume data from the three-dimensional MRI apparatus 25 through the
network 27 which performs a predetermined optical communication or a high-speed telephone communication and
transmits the received volume data to the controlling unit 23 under the control of the controlling unit 23, or the commu-
nication circuit 24 receives the two-dimensional CT image data group from the X-ray three-dimensional helical CT
apparatus 26 and transmits the received two-dimensional CT image data group to the controlling unit 23 under the
control of the controlling unit 24.

[0185] On receiving the two-dimensional CT image data group from the communication circuit 24, the controlling unit
23 associates the received two-dimensional CT image data group with the orthogonal coordinate system x’y’z’, in sub-
stantially the same manner as the association of the above described slice image data group with the orthogonal
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coordinate system x’y’z’, and stores the associated two-dimensional CT image data group in the image storing unit 14.
Subsequently, the controlling unit 23 performs the processing procedure from step S101 to step S110 using the two-
dimensional CT image data group instead of the above described slice image data group. Here, the controlling unit 23,
using the two-dimensional CT image data group in place of the above described slice image data group, performs the
processing procedure of steps S201 to S206 to set the above described feature points, and performs the processing
procedure of steps S401 to S403 to create the above described guide image data.

[0186] On the other hand, on receiving the volume data from the communication circuit 24, the controlling unit 23 sets
the orthogonal coordinate system x’y’z’, so that a predetermined position of the volume data, e.g., a corner of a frame
representing an outer rim of the volume data coincides with the origin O’, and stores the volume data with which the
orthogonal coordinate system x’y’z’ is associated in the image storing unit 14. Then, the controlling unit 23 performs the
processing procedure of steps S101 to S110 as described above using the volume data in place of the above described
slice image data group.

[0187] FIG. 13is aflowchart illustrating a processing procedure up to a completion of feature point setting as described
above with the volume data by the controlling unit 23. FIG. 14 is a schematic diagram illustrating an operation performed
by the controlling unit 23 to set a section of the volume data. In FIGS. 13 and 14, volume data VD has a frame VF
corresponding to an outer rim thereof and an image information plane marker FM which corresponds to a sectional
position of the volume data VD and shifts in parallel within the volume data VD. Further, on the volume data VD, the
orthogonal coordinate system x’y’Z’ is set so that a predetermined corner of the frame VF coincides with the origin O’,
as described above. The controlling unit 23, based on the command information input from the input device 11, outputs
and displays the volume data VD on the display unit 12. In this state, the controlling unit 23 performs the feature point
setting process shown in FIG. 13 using the volume data VD instead of the process of steps S201 to S206.

[0188] Specifically, when the operator performs an input manipulation to input section designation information to
designate a section of the volume data VD using the input device 11, the controlling unit 23 detects the input section
designation information (Yes in Step S501). Then, the controlling unit 23 performs a sectional image displaying process
in which the controlling unit 23 sets a section of the volume data VD based on the detected section designation information,
reads out sectional image data of the volume data VD corresponding to the set section from the image storing unit 14,
and outputs and displays a section image corresponding to the read sectional image data on the display device 12 (step
S502).

[0189] Here, the operator can achieve the input manipulation of the section designation information to notify the
controlling unit 23 of a position which is designated as a position of the image information plane marker FM by moving
a cursor K1 displayed on the display device 12 as shown in FIG. 14, for example, to a desired position within the volume
data VD by manipulating the input device 11. The controlling unit 23 sets a section whose position and orientation
coincide with those of the image information plane marker FM as designated by the section designation information as
the section of the volume data VD. Then, the controlling unit 23 reads out the sectional image data of the volume data
VD corresponding to the set section from the image storing unit 14, and transmits the read sectional image data to the
display circuit 15. The display circuit 15 outputs image signals corresponding to the received sectional image data to
the display device 12 substantially similarly to the processing of the slice image data described above. Thus, the controlling
unit 23 achieves the sectional image displaying process using the sectional image data, and outputs and displays the
volume data VD and the sectional image together in an aligned manner on the same screen of the display device 12.
On the other hand, when the operator does not perform the input manipulation of the section designation information,
the controlling unit 23 does not detect the section designation information (No in step S501), and repeats the processing
procedure of step S501.

[0190] If the operator performs an input manipulation of the section designation information using the input device 11
while the sectional image is output and displayed on the display device 12, the controlling unit 23 detects the input
section designation information (Yes in step S503), and repeats the processing procedure from step S502 described
above. Then, the controlling unit 23 sequentially reads out the sectional image data of the volume data VD from the
image storing unit 14 for each piece of the detected section designation information based on the section designation
information detected in step S503, sequentially transmits the read sectional image data to the display circuit 15, and
sequentially updates, outputs and displays the sectional image of each piece of the sectional image data on the display
device 12. Thus, with repetitive execution of the processing procedure from step S501 to S503 described above by the
controlling unit 23, the operator can find an anatomically characteristic region, such as ensiform cartilage, right end of
pelvis, pylorus, and duodenal papillain a similar manner as with the processing with the slice image data described above.
[0191] When the operator finds an anatomically characteristic region on the sectional image output and displayed, the
operator performs an input manipulation of feature point coordinate information related with a feature point using the
input device 11 in order to designate the feature point on the region. Here, the controlling unit 23 does not detect the
section designation information (No in step S503), but detects the input feature point coordinate information (Yes in step
S504). Then, similarly to the step S205 described above, the controlling unit 23 sets coordinate data depending on the
detected feature point coordinate information as coordinate data of the feature point on the orthogonal coordinate system
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xX'y'z’ (step S505). Here, in response to the detection of the feature point coordinate information as a trigger, the controlling
unit 23 is switched from a mode of setting a section of the volume data VD (section setting mode) to a mode of setting
a feature point (feature point setting mode).
[0192] Thereafter, if the operator does not perform an input manipulation of the feature point ending command infor-
mation, the controlling unit 23 does not detect the feature point ending command information (No in step S506), and
repeats the processing procedure from step S503 described above. Thus, the operator can sequentially designate and
input feature point coordinate information of each of the feature points P’ to P53’ for respective points corresponding to
anatomically characteristic regions, such as ensiform cartilage, right end of pelvis, pylorus, and duodenal papilla, similarly
to the processing of the slice image data described above. The controlling unit 23 sequentially sets the feature points
Py’ to P3’ as the coordinate points on the orthogonal coordinate system x’y’z’ each corresponding to the ensiform cartilage,
rightend of pelvis, pylorus, and duodenal papilla, based on the respective pieces of the feature point coordinate information
that sequentially designated and input, similarly to the processing in the first embodiment described above. Thereafter,
if the controlling unit 23 detects the section designation information in step S503 described above, the controlling unit
23 is switched from the feature point setting mode mentioned above to the section setting mode mentioned above in
response to the detection of the section designation information as a trigger, and repeats the processing procedure from
step S502 described above.
[0193] On the other hand, if the operator performs an input manipulation of the feature point ending command infor-
mation using the input device 11, the controlling unit 23 detects the input feature point ending command information
(Yes in step S506), and performs the processing procedure from step S102 described above using the volume data VD
as necessary instead of the slice image data group SDG described above. Further, if the controlling unit 23 does not
detect the feature point coordinate information in step S504 described above (No in step S504), the controlling unit 23
repeats the processing procedure from step S503 described above.
[0194] FIG. 15 is a schematic diagram illustrating a state where the volume data VD and the sectional image of a
section corresponding to the image information plane marker FM of the volume data VD are output and displayed in an
aligned manner on the same screen. As an example of the displayed sectional image, a sectional image DG of an
ensiform cartilage of a costa H, is shown. The controlling unit 23 outputs and displays the volume data VD and the
sectional image (for example, sectional image DG) of a section corresponding to the image information plane marker
FM on the same screen of the display device 12 as described above. In other words, the controlling unit 23 outputs and
displays the volume data VD which has the frame VF and the image information plane marker FM, together with the
sectional image DG on the same screen of the display device 12 in an aligned manner as shown in FIG. 15. Further,
the controlling unit 23 superposes the movable cursor K1 on the volume data VD in the above described section setting
mode, whereas superposes a movable cursor K2 on the sectional image DG in the feature point setting mode described
above as shown in FIG. 15.
[0195] The controlling unit 23 moves the cursor K1 to a position corresponding to the section designation information
described above, and moves the image information plane marker FM to the position to which the cursor K1 is moved in
the section setting mode. Thus, the controlling unit 23 makes the position corresponding to the section designation
information and the position of the image information plane marker FM coincide with each other. Thereafter, the controlling
unit 23 outputs and displays the volume data VD and the sectional image DG together as shown in FIG. 15.
[0196] Further, the controlling unit 23 moves the cursor K2 to a position corresponding to the feature point coordinate
information described above and sets a feature point on the position to which the cursor K1 is moved in the feature point
setting mode. Thus, the controlling unit 23 sets the feature point P’ at the position corresponding to the feature point
coordinate information, e.g., at a position of the ensiform cartilage of the costa H,, and superposes a marker showing
the feature point Py’ on the position of the feature point Py’ as shown in FIG. 15.
[0197] In the second embodiment of the present invention, the two-dimensional CT image data group obtained from
the X-ray three-dimensional helical CT apparatus 26 is employed as the anatomical image data similarly to the slice
image data group described above for the creation of the guide image. The present invention, however, is not limited
thereto. Each piece of two-dimensional CT image data in the two-dimensional CT image data group may be superposed,
or an interpolating process may be performed on the pieces of two-dimensional CT image data, so that the three-
dimensional CT image data is created based on the two-dimensional CT image data group. Then, the three-dimensional
CT image data may be employed similarly to the volume data described above, for the setting of feature points and the
creation of the guide image.
[0198] Further, in the second embodiment of the present invention, the volume data obtained from the three-dimen-
sional MRI apparatus 25 or the two-dimensional CT image data group obtained from the X-ray three-dimensional helical
CT apparatus 26 is employed as anatomical image information, and the guide image is created with a feature point set
as described above. The presentinvention, however, is not limited thereto. A two-dimensional image data group obtained
by an ultrasonic diagnosis apparatus which has the same function as the ultrasonic diagnosis apparatus of the first
embodiment described above may be colored with respect to each organ in advance; the colored two-dimensional image
data group may be obtained from the ultrasonic diagnosis apparatus via the network 27; and the obtained two-dimensional
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image data group may be employed for feature point setting and the creation of the guide image. Further, three-dimen-
sional image data may be previously obtained via the network 27 with the use of an ultrasonic diagnosis apparatus which
employs another modality such as PET (Position Emission Tomography), or an ultrasonic diagnosis apparatus which
irradiates ultrasound from outside the subject body, obtained via the network, and employed for feature point setting
and the creation of the guide image. Further, controlling unit 23 may color the volume data obtained from the three-
dimensional MRI apparatus 25 or the two-dimensional CT image data group obtained from the X-ray three-dimensional
helical CT apparatus 26 through the network 27 with respect to each organ based on luminance of the data, and store
the resulting data in the image storing unit 14. Then, the stored data may be employed similarly to the slice image data
group described above for the creation of the colored guide image.

[0199] As described above, in addition to the structure and the function of the first embodiment described above, the
second embodiment of the present invention obtains the anatomical image data, such as the two-dimensional CT image
data group or the volume data as three-dimensional image data from the outside by optical communication or highspeed
telephone communication, and creates the guide image using the obtained anatomical image data. Therefore, the
anatomical image data of the subject him/herself can be employed as source data for the guide image data. Thus, the
advantage of the first embodiment can be enjoyed similarly in the second embodiment. In addition, since the anatomical
image data of a desired area corresponding to a target interest region can be obtained, a guide image which shows
more precise anatomical correspondence with the output and displayed two-dimensional ultrasound image of the subject
can be created.

THIRD EMBODIMENT

[0200] A third embodiment of the present invention will be described in detail below. In the first embodiment described
above, the two-dimensional ultrasound image and the guide image which anatomically corresponds to the two-dimen-
sional ultrasound image are output and displayed on the same screen in an aligned manner. In the third embodiment,
at least one of the output and displayed two-dimensional ultrasound image and the guide image can be rotated.
[0201] FIG. 16 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according
to the third embodiment of the present invention. An ultrasonic diagnosis apparatus 31 includes an image processing
device 32 in place of the image processing device 13. The image processing device 32 includes a controlling unit 33 in
place of the controlling unit 16. The controlling unit 33 has the structure and the function of the controlling unit 16 described
above, and further includes a rotation processing unit 33a. In other respects, the apparatus of the third embodiment is
the same with the apparatus of the first embodiment, and the same elements are denoted by the same reference
characters.

[0202] When the operator performs an input manipulation of mode switching command information to switch the mode
to a two-dimensional image rotation mode using the input device 11, the controlling unit 33 switches the operation mode
to the two-dimensional image rotation mode based on the mode switching command information input by the input
manipulation. When the operation mode of the controlling unit 33 is the two-dimensional image rotation mode, the rotation
processing unit 33a performs a rotation process on the two-dimensional image data of a two-dimensional ultrasound
image output and displayed on the display device 12 under the control of the controlling unit 33 based on angle information
input from the input device 11, and rotates each coordinate point on a two-dimensional image plane around a central
position C of the two-dimensional image plane. The angle information is information concerning a rotation angle of the
two-dimensional ultrasound image around the image center. After the rotation process, the controlling unit 33 sends the
rotated two-dimensional image data to the display circuit 15, and the display circuit 15 sends the image signals corre-
sponding to the two-dimensional image data to the display device 12. Thus, the controlling unit 33 can output and display
the two-dimensional ultrasound image corresponding to the two-dimensional image data to which the rotation process
is performed on the display device 12.

[0203] Here, in the rotation process, the rotation processing unit 33a rotates each coordinate point of the two-dimen-
sional image data according to a direction and an angle based on the angle information input from the input device 11.
Theinputdevice 11 supplies, in addition to the above described various types of information such as command information
and coordinate information, the angle information to the controlling unit 33. For example, when the keyboard or the touch
panel is employed, the operator inputs or selects a numerical value corresponding to the angle information, or the
operator manipulates the key so as to move the cursor or the like displayed in a superposed manner on the two-
dimensional ultrasound image on the display device 12 in a predetermined direction, thereby inputting the angle infor-
mation. On the other hand, when the track ball, mouse, or the joystick is employed, the operator selects a numerical
value corresponding to the angle information, or the operator performs a manipulation (drag manipulation) so as to move
the cursor or the like displayed in a superposed manner on the two-dimensional ultrasound image on the display device
12 in a predetermined direction while pressing down the mouse, thereby inputting the angle information corresponding
to a shift amount of the drag manipulation.

[0204] When the operator performs a drag manipulation or a key manipulation to move the cursor upward on the
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screen, the controlling unit 33 receives angle information for rotating the two-dimensional ultrasound image in a positive
direction by an angle corresponding to an amount of shift of the cursor through the input device 11, whereas when the
operator moves the cursor downward on the screen, the controlling unit 33 receives angle information for rotating the
two-dimensional ultrasound image in a negative direction by an angle corresponding to an amount of shift of the cursor
through the input device 11, for example. Alternatively, when the operator performs a drag manipulation or a key ma-
nipulation to move the cursor rightward on the screen, the input device 11 inputs angle information for rotating the two-
dimensional ultrasound image to a positive direction by an angle corresponding to the amount of shift of the cursor to
the controlling unit 33, whereas when the operator moves the cursor leftward on the screen, the input device 11 inputs
angle information for rotating the two-dimensional ultrasound image in a negative direction by an angle corresponding
to the amount of shift of the cursor to the controlling unit 33.

[0205] FIG. 17 is a schematic diagram illustrating a state in which the guide image and the two-dimensional ultrasound
image after the rotation process are output and displayed on the same screen in an aligned manner. In FIG. 17, the two-
dimensional ultrasound image UG described above is shown as the two-dimensional ultrasound image. Further, the
guide image GG described above is shown as the guide image. Here, the two-dimensional ultrasound image UG and
the guide image GG anatomically correspond with each other as described above. Further, a cursor K is superposed
on the two-dimensional ultrasound image UG.

[0206] The controlling unit 33 moves the cursor K in a predetermined direction on the screen, for example, based on
the angle information supplied from the input device 11 in the two-dimensional image rotating mode described above.
The rotation processing unit 33a performs the rotation process to rotate each coordinate point in the two-dimensional
image data of the two-dimensional ultrasound image UG in a rotation direction corresponding to the direction of shift of
the cursor K by an angle corresponding to the amount of shift of the cursor K based on the angle information under the
control of the controlling unit 33. The controlling unit 33 can output and display a rotated two-dimensional ultrasound
image UG, which is rotated by an angle corresponding to the amount of shift of the cursor K in the rotation direction
corresponding to the direction of shift of the cursor K as shown in FIG. 17, by using the two-dimensional image data to
which the rotation process is performed. Thus, the controlling unit 33 can match an actual orientation of the subject as
visually observed by the operator with four directions of the two-dimensional ultrasound image of the subject substantially.
Such arrangement allows the operator to easily grasp the correspondence between the two-dimensional ultrasound
image on the screen and the actual subject, thereby enhancing efficiency in medical diagnosis of the subject.

[0207] On the other hand, when the operator performs an input manipulation of the mode switching command infor-
mation to switch to the guide image rotation mode using the input device 11, the controlling unit 33 switches the operation
mode to the guide image rotation mode based on the mode switching command information input via the input manip-
ulation. When the controlling unit 33 is in the guide image rotation mode, the rotation processing unit 33a performs the
rotation process with respect to the guide image data of the guide image output and displayed on the display device 12
to rotate each coordinate point on the guide image plane around a central position C’ of the guide image plane based
on the angle information input from the input device 11 under the control of the controlling unit 33. Here, the angle
information input in the guide image rotation mode is information concerning an angle by which the guide image is rotated
around the image center. Further, the angle information in the guide image rotation mode is input to the controlling unit
33 when the operator performs an input manipulation similar to the input manipulation in the two-dimensional image
rotation mode described above using the input device 11.

[0208] After the rotation process, the controlling unit 33 sends the rotated guide image data to the display circuit 15,
and the display circuit 15 sends image signals corresponding to the guide image data to the display device 12. Thus,
the controlling unit 33 can output and display a guide image corresponding to the guide image data after the rotation
process on the display device 12.

[0209] FIG. 18 is a schematic diagram illustrating a state in which the two-dimensional ultrasound image and the guide
image to which the rotation process is performed are output and displayed on the same screen in an aligned manner.
In FIG. 18, the two-dimensional ultrasound image UG is shown as the two-dimensional ultrasound image. Further, the
guide image GG described above is shown as the guide image. The cursor K is superposed on the guide image GG.
[0210] In the guide image rotation mode described above, the controlling unit 33 moves the cursor K on the screen
in a predetermined direction based on the angle information input from the input device 11, for example. The rotation
processing unit 33a performs the rotation process so as to rotate each coordinate point on the guide image data of the
guide image GG in a rotation direction corresponding to a direction of shift of the cursor K by an angle corresponding
to an amount of shift of the cursor K based on the angle information under the control of the controlling unit 33. The
controlling unit 33 can output and display the guide image GG which is rotated by the angle corresponding to the amount
of shift of the cursor K in the rotation direction corresponding to the direction of shift of the cursor K as shown in FIG.
18 by using the guide image data after the rotation process. Thus, the controlling unit 33 can match an actual orientation
of the subject as visually observed by the operator with four directions of the guide image substantially. Such arrangement
allows the operator to easily grasp the correspondence between the guide image on the screen and the actual subject.
[0211] On the other hand, when the operator performs an input manipulation of the mode switching command infor-
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mation to switch to a tied image rotation mode using the input device 11, the controlling unit 33 switches the operation
mode to the tied image rotation mode based on the mode switching command information input by the input manipulation.
When the controlling unit 33 is in the tied image rotation mode as the operation mode, the rotation processing unit 33a
performs a rotation process with respect to the two-dimensional image data of the two-dimensional ultrasound image
output and displayed on the display device 12 so as to rotate each coordinate point on the two-dimensional image plane
around the central position C of the two-dimensional image plane based on the angle information input from the input
device 11 under the control of the controlling unit 33, at the same time, the rotation processing unit 33a performs the
rotation process with respect to the guide image data of the guide image output and displayed on the display device 12
so as to rotate each coordinate point on the guide image plane around the central position C’ of the guide image plane
based on the angle information input from the input device 11 under the control of the controlling unit 33.

[0212] Here, the angle information supplied in the tied image rotation mode is information concerning an angle of
rotation around the image center of the two-dimensional ultrasound image, and also is information concerning an angle
of rotation around the image center of the guide image. The angle information of the tied image rotation mode is input
to the controlling unit 33 when the operator performs an input manipulation using the input device 11, similarly to the
manipulation in the two-dimensional image rotation mode or the guide image rotation mode described above.

[0213] Thereafter, the controlling unit 33 sends the two-dimensional image data and the guide image data both sub-
jected to the rotation process to the display circuit 15, and the display circuit 15 sends image signals corresponding to
the two-dimensional image data and the guide image data to the display device 12. Thus, the controlling unit 33 can
simultaneously output and display the two-dimensional ultrasound image corresponding to the two-dimensional image
data to which the rotation process is performed and the guide image corresponding to the guide image data to which
the rotation process is performed on the display device 12.

[0214] FIG. 19 is a schematic diagram illustrating a state in which the two-dimensional ultrasound image to which the
rotation process is performed and the guide image to which the rotation process is performed are output and displayed
on the same screen in an aligned manner. In FIG. 19, the two-dimensional ultrasound image UG described above is
shown as the two-dimensional ultrasound image, and the guide image GG described above is shown as the guide image.
Further in FIG. 19, an exemplary operation is shown in which the cursor K is superposed on the guide image GG, and
moves according to the input manipulation of the angle information by the operator, and the two dimensional ultrasound
image UG is rotated together with the guide image GG. The present invention, however, is not limited thereto. For
example, the cursor K may be superposed on the two-dimensional ultrasound UG, and moves according to the input
manipulation of the angle information by the operator, and the guide image GG is rotated together with the two-dimensional
ultrasound image UG.

[0215] In the above described tied image rotation mode, the controlling unit 33 moves the cursor K on the screen in
a predetermined direction, for example, based on the angle information supplied from the input device 11. The rotation
processing unit 33a performs the rotation process on each coordinate point on the guide image data of the guide image
GG in a rotation direction corresponding to a direction of shift of the cursor K by an angle corresponding to an amount
of shift of the cursor K based on the angle information under the control of the controlling unit 33, for example. At the
same time, the rotation processing unit 33a performs the rotation process on each coordinate point of the two-dimensional
image data of the two-dimensional ultrasound image UG in the same rotation direction as the rotation direction of each
coordinate point of the guide image data by the same angle as the angle by which each coordinate point of the guide
image data is rotated based on the angle information under the control of the controlling unit 33.

[0216] By using the guide image data and the two-dimensional image data both subjected to the rotation process, the
controlling unit 33, as shown in FIG. 17, can output and display the guide image GG which is rotated by an angle
corresponding to the amount of shift of the cursor K in the rotation direction corresponding to the direction of shift of the
cursor K and the two-dimensional ultrasound image UG which is rotated by the same angle in the same rotation direction
as the guide image GG. Thus, the controlling unit 33 can match an actual orientation of the subject as visually observed
by the operator with four directions of each of the two-dimensional ultrasound image of the subject and the guide image
substantially. Such arrangement allows the operator to easily grasp the correspondence between the two-dimensional
ultrasound image on the screen and the actual subject, and at the same time allows the operator to easily grasp the
correspondence between the guide image on the screen and the actual subject. Thus, an interest region such as
pathological lesions inside the subject can be readily observed, and efficiency in medical diagnosis of the subject can
be enhanced.

[0217] In the third embodiment of the present invention, the input manipulation, such as the drag manipulation, the
key manipulation, and the selection manipulation to input or select a numerical value corresponding to an angle and a
rotation direction, is performed to input angle information with the use of the input device 11, and thereby information is
input concerning an angle by which each coordinate point is to be rotated and a rotation direction in which each coordinate
point is to be rotated concerning at least one of the two-dimensional image data and the guide image data. The present
invention, however, is not limited thereto. Alternatively, an unit angle and a rotation direction to rotate each coordinate
point of at least one of the two-dimensional image data and the guide image data may be input, and each coordinate
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point of at least one of the two-dimensional image data and the guide image data may be sequentially rotated by the
unit angle in the rotation direction, every time the command information to command the rotation of the two-dimensional
ultrasound image or the guide image is input.

[0218] As described above, in addition to the structure and the function of the first embodiment described above, the
third embodiment of the present invention performs the rotation process on each coordinate point of at least one of the
two-dimensional image data corresponding to the two-dimensional ultrasound image and the guide image data corre-
sponding to the guide image, based on the angle information corresponding to the rotation direction and the angle of at
least one of the two-dimensional ultrasound image and the guide image; and outputs and displays the two-dimensional
ultrasound image to which the rotation process is performed and the guide image to which the rotation process is
performed, or alternatively outputs and displays the two-dimensional ultrasound image and the guide image to both of
which the rotation process is performed by the same angle in the same direction. Thus, an actual orientation of the
subject as visually observed by the operator matches with four directions of at least one of the two-dimensional ultrasound
image of the subject and the guide image substantially. Such arrangement allows the operator to easily grasp at least
one of the correspondence between the two-dimensional ultrasound image on the screen and the actual subject and
the correspondence between the guide image on the screen and the actual subject. Thus, in addition to the enjoyment
of the effect and advantage of the first embodiment described above, the third embodiment can realize the ultrasonic
diagnosis apparatus which facilitates the observation of an interest region such as pathological lesions inside the subject
body and enhances efficiency in medical diagnosis of the subject.

[0219] When employing the ultrasonic diagnosis apparatus, even when the direction of twelve o’clock of the ultrasonic
transducer comes to be angularly misaligned with the direction of twelve o’clock detected by the ultrasonic observation
device due to contortion of a shaft which flexibly connects the ultrasonic transducer and the motor, the operator can
perform an observation by adjusting at least one of the two-dimensional ultrasound image and the guide image to a
proper orientation in accordance with the posture of the subject. For example, when the subject under examination takes
a certain posture in which the right end of pelvis comes to an upper position, the operator can rotate at least one of the
two-dimensional ultrasound image and the guide image so that the right end of pelvis is located in an upper portion of
the image, thereby visually matching an orientation of at least one of the two-dimensional ultrasound image and the
guide image with the actual orientation of the subject.

FOURTH EMBODIMENT

[0220] A fourthembodiment of the presentinvention will be described in detail below. In the third embodiment described
above, the position data concerning the two-dimensional image plane of the two-dimensional image data is detected
based on the alternating magnetic field from the transmission coil 7 including the first and the second coils. In the fourth
embodiment, position data concerning a direction of rotation axis and a position of rotation center of the ultrasonic
transducer 3a is detected based on the alternating magnetic field from the transmission coil. The two-dimensional image
plane and the guide image plane are initially set based on the detected position data and default position data previously
set.

[0221] FIG. 20 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according
to the fourth embodiment of the present invention. The ultrasonic diagnosis apparatus 31 includes an image processing
device 42 in place of the image processing device 32, includes a transmission coil 44 in place of the transmission coil
7, and includes a position data calculating device 45 in place of the position data calculating device 6. The image
processing device 42 includes a controlling unit 43 in place of the controlling unit 33. The controlling unit 43 has sub-
stantially the same structure and function as those of the controlling unit 33 described above. In other respects, the
fourth embodiment is the same as the third embodiment, and the same elements are denoted by the same reference
characters.

[0222] The transmission coil 44 is implemented with a first coil whose coil axis is fixed in a direction of insertion axis
of the insertion portion 3 to the interior of the subject, i.e., in a direction of rotation axis of the ultrasonic transducer 3a.
The transmission coil 44 is detachably arranged near the ultrasonic transducer 3a substantially in the same manner as
the arrangement of the transmission coil 7 described above. Further, the transmission coil 44 generates an alternating
magnetic field indicating a position and a direction of rotation axis of the ultrasonic transducer 3a driven by electric
currents supplied to the first coil from the position data calculating device 45.

[0223] The position data calculating device 45 has substantially the same structure and the function as those of the
position data calculating device 6 described above. Default position data 45a is previously set in the position data
calculating device 45. The default position data 45a is vector data which is previously set on the orthogonal coordinate
system xyz as default position data to indicate an initial direction of twelve o’clock in the above described two-dimensional
image plane. The position data calculating device 45 receives position detection signals from the receiver coil 10. The
position detection signals are based on the alternating magnetic field from the transmission coil 44. The position data
calculating device 45 further calculates position data corresponding to the center of rotation and the direction of rotation
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axis of the ultrasonic transducer 3a based on the received position detection signals. Thereafter, the position data
calculating device 45 transmits the calculated position data and the default position data 45a to the controlling unit 43.
[0224] The controlling unit 43 performs the processing procedure of step S101 to step S110 described above, and
outputs and displays the two-dimensional ultrasound image (default two-dimensional ultrasound image) and the guide
image (default guide image) on the display device 12 based on the calculated position data and the default position data
45a. Here, the image creating unit 16¢ associates the two-dimensional image data obtained from the ultrasonic obser-
vation apparatus 5 with the position data and the default position data received from the position data calculating device
45 at the same timing under the control of the controlling unit 43. Specifically, the image creating unit 16c¢ sets a central
position C(t) and a direction vector V(t) based on the position data and a direction vector V4,(t) based on the default
position data as information that determines the position and the orientation of the two-dimensional image data. Based
on the above setting, the controlling unit 43 obtains two-dimensional image data (default two-dimensional image data)
having the central position C(t) and the direction vector V(t) based on the position data and the direction vector V,(t)
based on the default position data 45a, and guide image data (default guide image data) having a central position C’(t)
and a direction vector V’(t) based on the position data and a direction vector V45'(t) based on the default position data 45a.
[0225] Here, when the mode switching command information described above is supplied from the input device 11,
the controlling unit 43 switches the operation mode to the two-dimensional image rotation mode or the guide image
rotation mode as described above based on the input mode switching command information. When the controlling unit
43 is in the two-dimensional image rotation mode or the guide image rotation mode, the rotation processing unit 33a
performs the rotation process on each coordinate point on the two-dimensionalimage plane of the default two-dimensional
image data or each coordinate point on the guide image plane of the default guide image data based on the angle
information input from the input device 11 similarly to the third embodiment described above. Thereafter, the controlling
unit 43, similarly to the third embodiment described above, updates and displays the two-dimensional ultrasound image
which is obtained by rotating the default two-dimensional ultrasound image according to the rotation process or the guide
image which is obtained by rotating the default guide image according to the rotation process on the display device 12.
[0226] Further, when command information (update command information) is input from the input device 11 concerning
the updating of the position data, the controlling unit 43 updates the direction vector in the direction of twelve o’clock
(twelve o’clock direction vector) of the default two-dimensional image data with the twelve o’clock direction vector of the
two-dimensional image data obtained through the rotation process based on the input update command information.
Alternatively, the controlling unit 43 updates the twelve o’clock direction vector of the default guide image data with a
twelve o’clock direction vector of the guide image data obtained through the rotation process based on the update
command information.

[0227] Thereafter, the image creating unit 16¢c associates sequentially obtained two-dimensional image data with the
updated twelve o’clock direction vector, and the central position and a direction vector in a direction of normal line (normal
vector) based on the above described position data under the control of the controlling unit 43. Further, the image creating
unit 16¢ creates the guide image data using the updated twelve o’clock direction vector, and the central position and
the normal vector based on the position data described above under the control of the controlling unit 43. Alternatively,
the image creating unit 16c may convert the twelve o’clock direction vector of the updated guide image data into a twelve
o’clock direction vector on the orthogonal coordinate system xyz, and associate the obtained twelve o’clock direction
vector, and the central position and the normal vector based on the position data described above with the sequentially
obtained two-dimensional image data under the control of the controlling unit 43.

[0228] As described above, in addition to the function of the above described third embodiment, the fourth embodiment
of the present invention detects the position data concerning the central position and the direction of normal line in the
two-dimensional image data using the coil whose coil axis is oriented towards the direction of rotation axis of the ultrasonic
transducer 3a; outputs and displays the default two-dimensional ultrasound image and the default guide image using
the detected position data and the previously set default position data concerning the direction of twelve o’clock; and
performs the rotation process of each coordinate point of the default two-dimensional ultrasound image or the default
guide image to update the direction of twelve o’clock of the default position data. Therefore, the insertion portion to be
inserted inside the subject body can be made thinner and the two-dimensional ultrasound image of the subject and the
guide image which anatomically corresponds to the two-dimensional ultrasound image can be output and displayed on
the same screen. Thus, in addition to the enjoyment of the effect and advantages of the third embodiment described
above, according to the fourth embodiment, the ultrasonic diagnosis apparatus which is suitable for an ultrasonic ex-
amination that can alleviate the pain of the subject at a time of insertion of the probe inside the subject can be realized.

FIFTH EMBODIMENT
[0229] Afifthembodiment of the presentinvention will be described in detail below. In the first to the fourth embodiments

described above, the two-dimensional ultrasound image corresponding to the two-dimensional image data and the guide
image anatomically corresponding to the two-dimensional ultrasound image are output and displayed every time the
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two-dimensional image data of the subject is obtained through the radial scan. In the fifth embodiment, identification
information which identifies the obtained two-dimensional ultrasound image is stored in association with the two-dimen-
sional image data, and the search, output and display of the two-dimensional ultrasound image is allowed based on the
identification information.

[0230] FIG. 21 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according
to the fifth embodiment of the present invention. An ultrasonic diagnosis apparatus 51 includes an image processing
device 52 in place of the image processing device 32. The image processing device 52 includes a controlling unit 53 in
place of the controlling unit 33. The controlling unit 53 has substantially the same structure and function as those of the
controlling unit 33 described above. The controlling unit 53 further includes an image searching unit 53a. In other respects,
the fifth embodiment is the same as the third embodiment, and the same elements are denoted by the same reference
characters.

[0231] The controlling unit 53 performs the processing procedure from step S101 to step S110 described above,
sequentially obtains the two-dimensional image data and creates the guide image data, each piece of which anatomically
corresponds to the two-dimensional image data, and sequentially outputs and displays the two-dimensional ultrasound
image each corresponding to the two-dimensional image data and the guide image each corresponding to the guide
image data on the display device 12. Here, the controlling unit 53 stores the position data corresponding to the position
and the orientation of the two-dimensional image data in association with each piece of the two-dimensional image data
in the image storing unit 14, and stores the position data corresponding to the position and the orientation of each piece
of the guide image data in association with the guide image data in the image storing unit 14.

[0232] Further, when the above described mode switching command information is input from the input device 11, the
controlling unit 53 switches the operation mode to the two-dimensional image rotation mode, guide image rotation mode,
or the tied image rotation mode described above based on the input mode switching command information. When the
controlling unit 53 is in one of the two-dimensional image rotation mode, the guide image rotation mode, and the tied
image rotation mode, the rotation processing unit 33a performs the rotation process on each coordinate point of at least
one of the two-dimensional image plane of the two-dimensional image data and the guide image plane of the guide
image data based on the angle information input from the input device 11 similarly to the process in the third embodiment
described above. Thereafter, similarly to the third embodiment described above, the controlling unit 53 updates the two-
dimensional ultrasound image to which the rotation process is performed and the guide image to which the rotation
process is performed, or the two-dimensional ultrasound image and the guide image both subjected to the rotation
process by the same rotation angle in the same rotation direction, and displays the updated images on the display device
12. Here, when the update command information is input from the input device 11, the controlling unit 53 updates the
position data concerning the two-dimensional image data to the position data of the two-dimensional image data after
the rotation process based on the input update command information, or updates the position data of the guide image
data to the position data of the guide image data after the rotation process. Thereafter, the controlling unit 53 stores the
updated position data of the two-dimensional image data in association with the two-dimensional image data in the
image storing unit 14, or stores the updated position data of the guide image data in association with the guide image
data in the image storing unit 14.

[0233] Further, when the operator inputs identification information concerning the two-dimensional ultrasound image
using the input device 11, the controlling unit 53 detects the input identification information and stores the two-dimensional
image data of the two-dimensional ultrasound image in association with the identification information in the image storing
unit 14. Specifically, when the identification information is sequentially input from the input device 11 for each two-
dimensional ultrasound image, the controlling unit 53 sequentially detects each piece of the inputidentification information,
and stores the two-dimensional image data of the two-dimensional ultrasound image in association with each piece of
the sequentially input identification information in the storing unit 16a or the image storing unit 14. Thus, the controlling
unit 53 can associate the two-dimensional image data, position data thereof, the guide image data anatomically corre-
sponds with the two-dimensional image data, and position data thereof, and identification information thereof with each
of the two-dimensional ultrasound image which is designated by the identification information and for which the identi-
fication information is input. Further, when the above described rotation process is performed, the controlling unit 53
associates angle information of each rotation process performed, or the position data of each updated two-dimensional
image data or each updated guide image data with each of the above described two-dimensional ultrasound image.
[0234] Theidentificationinformation is information that identifies each of the two-dimensional ultrasound images output
and displayed. For example, the identification information may be a name of the two-dimensional ultrasound image, an
identification code, and information of a subject related with the two-dimensional ultrasound image. The controlling unit
53 may output and display the input identification information in association with each of the two-dimensional ultrasound
images on the display unit 12.

[0235] Here, when the operator performs an input manipulation of the identification information which is already as-
sociated in the above described manner as information for searching a target two-dimensional ultrasound image using
the input device 11, the controlling unit 53 detects the input identification information and controls the image searching
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unit 53a. The image searching unit 53a searches the image storing unit 14 or the storing unit 16a for the two-dimensional
image data and the position data thereof, and the guide image data and the position data thereof, each associated with
the above identification information using the already associated identification information input from the input device
11 under the control of the controlling unit 53. Further, when the two-dimensional image data or the guide image data
that is associated with the above associated identification information has been subjected to the rotation process as
described above, the image searching unit 53a further searches the image storing unit 14 or the storing unit 16a for the
angle information of the rotation process or the updated position data of the two-dimensional image data or the updated
position data of the guide image data.

[0236] Thereafter, the controlling unit 53 outputs and displays the two-dimensional ultrasound image and the guide
image both associated with the above associated identification information on the display device 12 using various pieces
of information searched by the image searching unit 53a. Here, the controlling unit 53 may control the image processing
device 52 so that the two-dimensional ultrasound image found as a result of the search is output and displayed together
with a current two-dimensional ultrasound image obtained by the radial scan on the same screen.

[0237] In the ultrasonic diagnosis apparatus according to the fifth embodiment of the present invention, the structure
and the function of searching, outputting, and displaying the two-dimensional ultrasound image and the guide image
are further added to the structure and the function of the third embodiment described above. The present invention,
however, is notlimited thereto. The structure and the function of searching, outputting, and displaying the two-dimensional
ultrasound image and the guide image may be added to the ultrasonic diagnosis apparatus having the structure and the
function of the first embodiment described above. In other words, the ultrasonic diagnosis apparatus may not have the
rotation processing unit 33a. Further, the structure and the function of searching, outputting, and displaying the two-
dimensional ultrasound image and the guide image may be added to the ultrasonic diagnosis apparatus having the
structure and the function of the second embodiment described above. Still further, the structure and the function of
searching, outputting, and displaying the two-dimensional ultrasound image and the guide image may be added to the
ultrasonic diagnosis apparatus having the structure and the function of the fourth embodiment described above.
[0238] As described above, in addition to the structure and the function of one of the first to the fourth embodiments
described above, the fifth embodiment stores, when the identification information for each of the two-dimensional ultra-
sound images is sequentially input, the two-dimensional image data and the position data thereof, the guide image data
each anatomically corresponding to the two-dimensional image data and the position data thereof, and the identification
information in association with each of the two-dimensional ultrasound image identified by each piece of the sequentially
input identification information; further stores the angle information for each rotation process or the updated position
data of each piece of the two-dimensional image data or the guide image data in association as necessary; and, if the
already associated identification information is input, searches for the two-dimensional image data and the position data
thereof, the guide image data and the position data thereof, and if necessary, the angle information of each rotation
process or the updated position data of the two-dimensional image data or the guide image data based on the input
associated identification information. Therefore, the desired two-dimensional ultrasound image and the guide image can
be searched, output, and displayed based on the identification information. Thus, in addition to the enjoyment of the
effects and the advantage of one of the above described first to the fourth embodiments, the ultrasonic diagnosis
apparatus that facilitates an observation of the desired two-dimensional ultrasound image and the guide image, and
allows for a facilitated management of the two-dimensional ultrasound images on a desired search unit basis for each
subject or for each observation region can be realized.

[0239] By employing the above ultrasonic diagnosis apparatus, the operator can readily grasp which region of the
subject the two-dimensional ultrasound image represents from which direction, by referring to the identification information
input for the image search and comparing the identification information and the two-dimensional ultrasound image which
is output and displayed as a result of the image search. Further, the operator can easily compare the two-dimensional
ultrasound image displayed as a result of the image search and the current two-dimensional ultrasound image to efficiently
confirm a progression of the disease, a degree of recovery, or the like.

SIXTH EMBODIMENT

[0240] A sixth embodiment of the present invention will be described in detail below. In the first to the fifth embodiments
described above, the position data of the ultrasonic transducer 3a is calculated according to the position detection signals
that are based on the alternating magnetic field from the transmission coil 7. In the sixth embodiment, the shape of the
insertion portion 3 inserted inside the subject body is further detected, output, and displayed.

[0241] FIG. 22 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according
to the sixth embodiment of the present invention. An ultrasonic diagnosis apparatus 61 includes an image processing
device 62 in place of the image processing device 52 in the ultrasonic diagnosis apparatus 51 described above, and
further includes a transmission coil 64. The image processing device 62 includes a controlling unit 63 in place of the
controlling unit 53. The controlling unit 63 has substantially the same structure and function as those of the controlling
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unit 53 described above, and includes an image creating unit 63a in place of the image creating unit 16c. Further, the
transmission coil 64 is electrically connected to the position data calculating device 6, and electrically connected to the
transmission coil 7. Hence, the position data calculating device 6 and the transmission coil 7 are electrically connected
via the transmission coil 64. In other respects, the structure of the sixth embodiment is the same as the structure of the
fifth embodiment, and the same elements will be denoted by the same reference characters.

[0242] The transmission coil 64 is implemented with plural coils. The transmission coil 64 is arranged on a back end
side of the insertion portion 3 relative to the transmission coil 7, in other words, at a side where the operation portion 4
is arranged. Here, plural coils W4, W, ..., W,,, (m is an integer number not less than two) embedded in the transmission
coil 64 are sequentially arranged from a transmission coil 7 side to the back end side of the insertion portion 3 in a
substantially linear manner. Thus, the plural coils W4, W, ..., W, are arranged next to the first coil of the transmission
coil 7 described above following a lengthwise shape of the insertion portion 3 in this order. Here, it is desirable that the
number of the plural transmission coils W,, W, ..., W, be ten or more (for example, approximately ten).

[0243] The transmission coil 64 outputs an alternating magnetic field with different frequency with respect to each
embedded coil when the position data calculating device 6 supplies electric currents. The receiver coil 10 receives the
alternating magnetic field from the transmission coil 64 as well as the alternating magnetic field from the transmission
coil 7 or the like described above, and transmits position detection signals based on the received alternating magnetic
field to the position data calculating device 6. The position data calculating device 6, on receiving the position detection
signals from the receiver coil 10, calculates each direction component of position vectors OU,, OU,, ..., OU,, of positions
Uy, Uy, ..., Uy, of the plural coils W4, W5, ..., W,,, on the orthogonal coordinate system xyz based on the received position
detection signals.

[0244] Subsequently, the position data calculating device 6 transmits the respective calculated direction components
of the position vectors OU,, OU,, ..., OU,, of positions Uy, U,, ..., U, of the plural coils W, W, ..., W, to the controlling
unit 63 as the position data (insertion portion position data) based on the alternating magnetic field from the transmission
coil 64. In brief, the position data calculating device 6 transmits the transmission coil position data from the transmission
coil 7, the marker coil position data from the marker coil 8, and the plate position data from the plate 9, to the controlling
unit 63, and further transmits the insertion portion position data to the controlling unit 63.

[0245] The controlling unit 63 performs the processing procedure of steps S101 to S110 as described above, to
sequentially obtain the two-dimensional image data and to create guide image data, each piece of which anatomically
corresponds to the two dimensional image data, and sequentially outputs and displays the two-dimensional ultrasound
images each correspond to the two-dimensional image data and the guide images each correspond to the guide image
data on the display device 12. When the position data calculating device 6 inputs the insertion portion position data to
the controlling unit 63, the controlling unit 63 detects the insertion portion position data, detects the time t at which the
insertion portion position data is detected with the timer 16b, and controls the image creating unit 63a.

[0246] The image creating unit 63a has substantially the same structure and function as those of the image creating
unit 16¢ described above. Further, the image creating unit 63a functions as to create inserted shape image data corre-
sponding to an inserted shape image which indicates a shape of the insertion portion 3 inserted inside the subject body.
The image creating unit 63a sets the insertion portion position data input from the position data calculating device 6,
i.e., the respective direction components of the position vectors OU4, OU,, ..., OU,,, as coordinate data of the inserted
shape image data at a time t under the control of the controlling unit 63. Here, the image creating unit 63a obtains the
respective direction components of the position vectors OU(t), OU(t), ..., OU(t) as the coordinate data of the inserted
shape image data at the time t. Further, the image creating unit 63a obtains only the direction component of the position
vector OC(t) of the central position C(t) at the time t from the transmission coil position data at the time t as the insertion
portion position data at the time t under the control of the controlling unit 63.

[0247] Further, the image creating unit 63a creates the inserted shape image data based on the respective direction
components of the position vectors OU(t), OU,(t), ..., OU,(t) and the direction component of the position vector OC(t)
obtained as the insertion portion position data at the time t. The image creating unit 63a can create the inserted shape
image data at the time t by interpolating the coordinate points as if sequentially connecting the coordinate points based
on the respective direction components of the position vectors OU,(t), OU(t), ..., OU(t), starting from the coordinate
point based on the direction component of the position vector OC(t). The inserted shape image data at the time t
corresponds to the inserted shape image which includes marks each corresponding to the coordinate points based on
the position vectors obtained at time t, and an inserted shape line that represents the shape of the inserted insertion
portion 3 at the time t, and that sequentially connects the marks.

[0248] The mixing unit 16d creates mixed image data based on the inserted shape image data at the time t, the two-
dimensional image data obtained at the same timing, i.e., at the time t, and the guide image data at the time t anatomically
corresponding to the two-dimensional image data, under the control of the controlling unit 63, to output and display an
inserted shape image, a two-dimensional ultrasound image, and a guide image corresponding respectively to the inserted
shape image data, the two-dimensional image data, and the guide image data that are created as plural pieces of image
data of the same timing, on the same screen of the display device 12 in an aligned manner. Thereafter, the mixed image

45



10

15

20

25

30

35

40

45

50

55

EP 1 741 390 B1

data is output to the display circuit 15 under the control of the controlling unit 63. The display circuit 15 outputs image
signals corresponding to the mixed image data through conversion under the control of the controlling unit 63 as described
above. The display device 12 outputs and displays the two-dimensional ultrasound image, the guide image, and the
inserted shape image of the same timing corresponding to the mixed image data on the same screen in an aligned
manner based on the image signals received from the display circuit 15.

[0249] FIG. 23 is a schematic diagram illustrating an example of a display where the two-dimensional ultrasound
image, the guide image, and the inserted shape image obtained at the same timing are output and displayed in the same
screen in an aligned manner. The controlling unit 64 can output and display the two-dimensional ultrasound image UG
of time ts, the guide image GG of time ts, and the inserted shape image IG of time ts on the same screen in an aligned
manner as shown in FIG. 23 by outputting the mixed image data based on the two-dimensional image data, the guide
image data, and the inserted shape image data of the same timing, for example of time ts, to the display circuit 15. Here,
the two-dimensional ultrasound image UG and the guide image GG anatomically correspond with each other as described
above.

[0250] Further, the inserted shape image IG shows an inserted shape of the insertion portion 3 of the probe 2 which
detects the two-dimensional image data corresponding to the two-dimensional ultrasound image UG, i.e., the shape of
the insertion portion 3 which is inserted inside the subject at the time ts. Specifically, the inserted shape image |G shows
marks d1, d2, ..., dm (note that only marks d1 to d8 are shown in the drawing) that respectively correspond to the
coordinate points that are based on the position vectors OC(ts), OU,(ts), OU,(ts), ..., OU(ts) of the time ts, and the
inserted shape line sequentially connecting the marks d1, d2, ..., dm as shown in FIG. 23.

[0251] Here, the mark d1 corresponds to a coordinate point which is based on the direction component of the position
vector OC(ts) at a time t the insertion portion position data is obtained, for example, at the time ts. The marks d2, d3, ...,
dm that sequentially follow the mark d1 correspond to coordinate points that are based on the direction components of
the position vectors OU,(ts), OU(ts), ..., OU(ts) at the time t, for example, at the time ts, respectively. When the marks
d1 to dm are shown in the inserted shape image, the mark d1 may be displayed in a different manner from the marks
d2 to dm. With such manner of display, the position of the distal end of the probe can be easily found in the inserted
shape image.

[0252] Further, every time the controlling unit 63 obtains the two-dimensional image data, the controlling unit 63
sequentially creates the guide image data anatomically corresponding to the obtained two-dimensional image data,
respectively, and further sequentially creates the inserted shape image data based on the insertion portion position data
sequentially obtained at the same timing as the timing of sequential obtainment of the two-dimensional image data.
Thereafter, every time the controlling unit 63 obtains the two-dimensional image data, the controlling unit 63 sequentially
updates the two-dimensional ultrasound image displayed on the display device 12 based on the sequentially obtained
two-dimensional image data, and at the same time, sequentially updates the guide image displayed on the display device
12 based on the sequentially created guide image data, and at the same time, updates the inserted shape image
displayed on the display device 12 based on the sequentially created inserted shape image data. In brief, when the
operator looks for an interest region of the subject by repeatedly performing the radial scan described above with the
ultrasonic diagnosis apparatus 61, the controlling unit 63 sequentially updates the two-dimensional ultrasound image,
the guide image, and the inserted shape image, on real time, and the display device 12 displays the updated images.

[0253] The sixth embodiment of the present invention illustrates the ultrasonic diagnosis apparatus which has, in
addition to the structure and the function of the fifth embodiment described above, the structure and the function to
output and display the inserted shape image. The present invention, however, is not limited thereto. The structure and
the function to output and display the inserted shape image may be added to the ultrasonic diagnosis apparatus which
has the structure and the function of one of the third and the fourth embodiments described above. Specifically, the
ultrasonic diagnosis apparatus may not have the image searching unit 53a. Further, the structure and the function to
output and display the inserted shape image may be added to the ultrasonic diagnosis apparatus having the structure
and the function of one of the first and the second embodiments described above. In other words, the ultrasonic diagnosis
apparatus may not have the rotation processing unit 33a and the image searching unit 53a.

[0254] In the sixth embodiment of the present invention, every time the two-dimensional image data is obtained, the
two-dimensional ultrasound image is sequentially updated based on the sequentially obtained two-dimensional image
data, and at the same time, the guide image is sequentially updated based on the sequentially created guide image
data, and at the same time, the inserted shape image is updated based on the sequentially created inserted shape
image data. The present invention, however, is not limited thereto. For example, every time the distal end of the probe
2 moves by a predetermined amount, as calculated from the insertion portion position data, or every time a predetermined
time elapses as detected with the timer 16b, the two-dimensional ultrasound image may be sequentially updated based
on the sequentially obtained two-dimensional image data, the guide image may be sequentially updated based on the
sequentially created guide image data, and the inserted shape image may be updated based on the sequentially created
inserted shape image data.

[0255] As described above, in the sixth embodiment of the present invention, in addition to the structure and the
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function of one of the first to the fifth embodiments described above, the ultrasonic diagnosis apparatus has the structure
to sequentially obtain the insertion portion position data corresponding to the inserted shape of the probe insertion portion
which is inserted inside the subject body, to sequentially create the inserted shape image data which indicates the
inserted shape based on each piece of the insertion portion position data obtained at the same timing as the timing of
the sequential obtainment of the two-dimensional image data, to sequentially update the two-dimensional ultrasound
image based on the sequentially obtained two-dimensional image data, to sequentially update the guide image based
on the sequentially created guide image data, and at the same time to update the inserted shape image based on the
sequentially created inserted shape image data. Therefore, the two-dimensional ultrasound image of the interior of the
subject body, the guide image that anatomically corresponds to the two-dimensional ultrasound image, and the inserted
shape image of the probe insertion portion that detects the two-dimensional image data of the two-dimensional ultrasound
image can be output and displayed on the same screen on real time. Therefore, the operator can easily grasp the current
shape of the probe insertion portion which is inserted inside the subject body. Thus, in addition to the enjoyment of the
effect and advantage of one of the first to the fourth embodiments described above, the ultrasonic diagnosis apparatus
which can enhance operation efficiency up to the output and the display of the two-dimensional ultrasound image of the
target interest region can be realized.

[0256] By employing the above ultrasonic diagnosis apparatus, the operator can easily grasp the current shape of the
probe insertion portion which is inserted inside the subject body. Therefore, the operator can correctly and easily position
the scanning plane of the probe insertion portion provided for the radial scan towards the target interest region, whereby
the two-dimensional ultrasound image of the target interest region can be efficiently observed.

SEVENTH EMBODIMENT

[0257] A seventh embodiment of the present invention will be described in detail below. In the first to the sixth em-
bodiments as described above, the radial scan of the interior of the subject body is performed with a rotational driving
of the ultrasonic transducer 3a provided near the distal end of the insertion portion 3 and a repetitive radial transmis-
sion/reception of the ultrasound. In the seventh embodiment, a group of ultrasonic transducers is provided in which
plural ultrasonic transducers are arranged in a circle, so that the electric radial scan can be performed to the interior of
the subject body.

[0258] FIG. 24 is a block diagram illustrating an exemplary structure of an ultrasonic diagnosis apparatus according
to the seventh embodiment of the present invention. An ultrasonic diagnosis apparatus 71 includes a probe 72 in place
of the probe 2 of the ultrasonic diagnosis apparatus 51 described above. The probe 72 includes an insertion portion 73
in place of the insertion portion 3, an operation portion 74 in place of the operation portion 4, and a transmission coil 75
in place of the transmission coil 7. The insertion portion 73 includes an ultrasonic transducer group 73a in place of the
ultrasonic transducer 3a. In other respects, the structure of the seventh embodiment is the same as the structure of the
fifth embodiment, and the same elements will be denoted by the same reference characters.

[0259] FIG. 25 is a schematic diagram illustrating an exemplary structure of a distal end of the insertion portion 73 of
the probe 72. In FIGS. 24 and 25, the probe 72 is implemented with an electronic radial scanning ultrasonic endoscope.
As described above, the probe 72 includes the insertion portion 73 to be inserted inside the subject body and the operation
portion 74. At the distal end of the insertion portion 73, the ultrasonic transducer group 73a and the transmission coil 75
are provided. The ultrasonic transducer group 73a consists of plural ultrasonic transducers. The ultrasonic transducer
is a small piece cut into a strip-like shape, and the ultrasonic transducers are arranged around a central axis, which runs
along the direction of insertion axis into the subject body, in a circle, for example over the entire circumference of 360°.
Each ultrasonic transducer forming the ultrasonic transducer group 73a is electrically connected to the ultrasonic ob-
servation device 5 through the signal line 73b and the operation portion 74.

[0260] The operation portion 74, substantially similarly to the operation portion 4 described above, has a function of
bending the distal end of the insertion portion 73 where the ultrasonic transducer group 73a and the transmission coil
75 are arranged in response to the manipulation by the operator. Further, the operation portion 74 makes the ultrasonic
transducer group 73a and the ultrasonic observation device 5 electrically connected with each other when the operator
turns a power switch in the operation portion 74 on.

[0261] The transmission coil 75 has a structure where the two coils are integrally arranged, so that the coil axes of
the respective coils run orthogonal with each other. Each of the two coils is electrically connected to the position data
calculating device 6. Further, the transmission coil 75 is arranged at an end of the ultrasonic transducer group 73a near
the distal end side of the insertion portion 73 as shown in FIG. 25. Here, it is desirable that the transmission coil 75 be
arranged so that the outer shape thereof does not extend over the sectional plane of the ultrasonic transducer group
73a. Thus, the diameter of the insertion portion 73 can be made thinner.

[0262] In the transmission coil 75, one of the two orthogonal coils is arranged so that the direction of the coil axis
thereof corresponds with the direction of insertion axis of the insertion portion 73 inside the subject body, whereas
another of the two orthogonal coils is arranged so that the direction of the coil axis thereof corresponds with a direction
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of twelve o’clock of a scanning plane of the electronic radial scan by the ultrasonic transducer group 73a, i.e., a radial
scanning plane RH shown in FIG. 25. Hence, in the transmission coil 75, substantially similarly to the transmission coil
7 described above, the direction of the coil axis of one coil corresponds to the direction of normal line of the two-
dimensional image data, i.e., the direction vector V(t) described above, and the direction of the coil axis of another coil
corresponds to the direction of twelve o’clock of the two-dimensional image data, i.e., the direction vector V;,(t) described
above.

[0263] Here, when start command information for the electronic radial scan is input from the input device 11, the
controlling unit 53 commands the ultrasonic observation device 5 to start the electronic radial scan by sending control
signals to the ultrasonic observation device 5 based on the start command information as input. The ultrasonic observation
device 5 transmits exciting signals to each of the ultrasonic transducer in the ultrasonic transducer group 73a via the
operation portion 74 and the signal line 73b based on the control signals received from the controlling unit 53, thereby
applying pulsing voltage of approximately 100 V to each ultrasonic transducer in the ultrasonic transducer group 73a.
Here, the ultrasonic observation apparatus 5 delays each exciting signal to be transmitted to the ultrasonic transducers
in the ultrasonic transducer group 73a, and controls the transmission of the exciting signals so that the transmitted
exciting signals reach the respective ultrasonic transducers in the ultrasonic transducer group 73a at different timings.
Thus, when the ultrasound irradiated from the ultrasonic transducers in the ultrasonic transducer group 73a is combined
together inside the subject body, they form one ultrasound beam.

[0264] Each ultrasonic transducer in the ultrasonic transducer group 73a, on receiving the exciting signals from the
ultrasonic observation device 5, sequentially converts the exciting signal to the ultrasound which is a compressional
wave in media, and irradiates the resulting ultrasound. The ultrasound is sequentially emitted from the ultrasonic trans-
ducer group 73a, and the ultrasonic transducer group 73a sequentially irradiates the interior of the subject from the
probe 72 with the ultrasound beam as described above. Thereafter, the reflective wave of the ultrasound beam from the
interior of the subject body travels through the path of the ultrasound irradiation in a reverse direction, and sequentially
returns to the ultrasonic transducer. Thus, the ultrasonic transducer group 73a achieves one electronic radial scan.
Then, each ultrasonic transducer of the ultrasonic transducer group 73a, on receiving the reflective wave, sequentially
converts the reflective wave into the scan signals described above, and at the same time, sequentially transmits the
scan signals to the ultrasonic observation device 5 through the signal path of the above described exciting signal via
the signal cable 73b and the operation portion 74, in reverse direction.

[0265] Here, when the ultrasonic transducer group 73a sequentially emits the ultrasound beam described above to
perform the electronic radial scan within the radial scanning plane RH, the ultrasonic observation device 5 transmits the
exciting signal first to one of the ultrasonic transducers previously set as the ultrasonic transducer at an original position,
then, sequentially to the ultrasonic transducer adjacent to the first ultrasonic transducer in a predetermined direction.
Thus, the ultrasonic transducer group 73a can sequentially irradiates the radial scan plane RH with the ultrasound beam
in a clockwise direction or in a counterclockwise direction starting from the ultrasonic transducer at the original position
as a starting point of the scan.

[0266] Further, the ultrasonic observation device 5 is previously set with respect to which of the ultrasonic transducers
in the ultrasonic transducer group 73a is the ultrasonic transducer that irradiates the radial scan plane RH with the
ultrasound beam in a twelve o’clock direction. Therefore, when the ultrasonic observation device 5 transmits the exciting
signals to the ultrasonic transducer of the twelve o’clock direction, the ultrasonic observation device 5 receives the scan
signal from the ultrasonic transducer as a scan signal corresponding to the ultrasonic scanning in the twelve o’clock
direction on the radial scan plane RH, and determines the twelve o’clock direction of the two-dimensional image data
described above.

[0267] On the other hand, the position data calculating device 6 supplies electric currents to the marker coil 8 and the
plate 9 as described above, and further supplies electric currents to the transmission coil 75. Each of the two coils
constituting the transmission coil 75 outputs an alternating magnetic field with different frequency based on the electric
currents supplied from the position data calculating device 6. The receiver coil 10 detects, in addition to the alternating
magnetic field from the marker coil 8 and the alternating magnetic field from the plate 9 described above, the alternating
magnetic field output from each coil of the transmission coil 75, converts the detected alternating magnetic field into the
position detection signals described above, and transmits the position detection signals to the position data calculating
device 6. The position data calculating device 6 obtains the position detection signal which is based on each of the
alternating magnetic field from the two coils in the transmission coil 75, in addition to the position detection signal from
the marker coil 8 described above and the position detection signal from the plate 9 as described above by separating
the position detection signals input from the receiver coil 10 with respect to each frequency.

[0268] Thereafter, the position data calculating device 6 calculates, in addition to the position data of the marker coil
8 described above and the position data of the plate 9, position data of each of the two coils of the transmission coil 75,
i.e., the coordinate data concerning the central position of the two-dimensional image data, the coordinate data concerning
the direction of normal line, and the coordinate data concerning the direction of twelve o’clock, based on the obtained
position detection signals, and transmits the calculated position data to the controlling unit 53.
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[0269] In the seventh embodiment of the present invention, the ultrasonic diagnosis apparatus which has the structure
and the function to perform the electronic radial scan in addition to substantially the same structure and the function as
those of the fifth embodiment described above is illustrated. The present invention, however, is not limited thereto. The
ultrasonic diagnosis apparatus having substantially the same structure and the function as those of one of the third and
the fourth embodiments may be further provided with the structure and the function to perform the electronic radial scan.
In other words, the image searching unit 53a may not be provided. Further, the ultrasonic diagnosis apparatus having
substantially the same structure and the function as those of one of the first and the second embodiments described
above may be further provided with the structure and the function to perform the electronic radial scan. In other words,
the rotation processing unit 33a and the image searching unit 53a may not be provided. Still further, the ultrasonic
diagnosis apparatus having substantially the same structure and the function as those of the sixth embodiment described
above may be further provided with the structure and the function to perform the electronic radial scan.

[0270] Further, in the seventh embodiment of the present invention, the plural ultrasonic transducers are arranged
around the central axis, which is arranged along the direction of the insertion axis, in a circle, i.e., over the entire
circumference of 360° as the ultrasonic transducer group 73a. The present invention, however, is not limited to such
arrangement. In place of the ultrasonic transducer 73a, an ultrasonic transducer group including plural ultrasonic trans-
ducers arranged around the central axis, which is arranged along the direction of the insertion axis, like a fan, for example
over an angle of 180° or 270° may be employed.

[0271] Further, in the seventh embodiment of the present invention, an electronic radial scanning type ultrasonic
endoscope is employed as the probe 72. The present invention, however, is not limited thereto. An electronic radial
scanning probe which does not include an optical system may be employed in place of the probe 72.

[0272] Asdescribed above, the seventh embodiment of the presentinvention has the structure to perform the electronic
radial scan in addition to substantially the same structure and the function as those of one of the first to the sixth
embodiments described above. Therefore, angular deviance of the twelve o’clock direction in the two-dimensional ul-
trasoundimages is not caused by the contortion of the flexible shaft, and the twelve o’clock direction of the two-dimensional
image data determined by the electronic radial scan can be made to securely match with the twelve o’clock direction of
the two-dimensional image data determined based on the alternating magnetic field from the transmission coil. Thus,
in addition to the enjoyment of the effect and the advantage of one of the fist to the sixth embodiments described above,
the ultrasonic diagnosis apparatus which is capable of securely outputting and displaying the two-dimensional ultrasound
image inside the subject body and the guide image anatomically corresponding to the two-dimensional ultrasound image
can be realized.

INDUSTRIAL APPLICABILITY

[0273] The ultrasonic diagnosis apparatus according to the present invention is suitable for an observation of an
ultrasound image of a desired region inside a living body for an examination of a subject, and in particular, suitable for
an ultrasonic diagnosis apparatus that serves to correctly and easily locate an interest region such as pathological lesions
inside the living body and to perform a correct examination of the subject in a short time.

Claims

1. Anultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) configured to perform a scan of an interior of a subject
to obtain two-dimensional image data of the interior, detect a position and an orientation of a scanning plane of the
scan according to which the two-dimensional image data is obtained, and create and output a two-dimensional
ultrasound image (UG) of the interior based on the position and the orientation detected and the two-dimensional
image data, the ultrasonic diagnosis apparatus comprising:

an image processing controlling unit (13; 22; 32; 42; 52; 62) configured to create a guide image (GG) which
corresponds to an anatomical position and orientation of the two-dimensional ultrasound image (UG) based on
anatomical image data (SDG), which is previously stored as anatomical image data of a human body, and the
position and the orientation of the scanning plane;

a display unit (12) configured to output and display various types of images including the guide image (GG) and
the two-dimensional ultrasound image (UG) so that plural images are simultaneously output and displayed;
an input unit (11) configured to designate and input feature points (P’y, P’4, P’5, P’3) that indicate anatomically
characteristic positions on the anatomical image data (SDG); and

a sample point detecting unit configured to detect, from the subject, sample points (P, P4, P5, P3) corresponding
to the feature points (P’y, P4, P’5, P’3) on the anatomical image data,

wherein the image processing controlling unit (13; 22; 32; 42; 52; 62) is configured to create the guide image

49



10

15

20

25

30

35

40

45

50

55

EP 1 741 390 B1

(GG) corresponding to the anatomical position and orientation of the two-dimensional ultrasound image (UG)
based on the feature points (P’y, P’4, P’5, P’3), the sample points (Pg, P4, P5, P3), and the detected position and
orientation of the scanning plane,

characterized in that

the image processing controlling unit (13; 22; 32; 42; 52; 62) is configured to calculate a sectional plane of the
anatomical image data (SDG) based on the feature points (P’y, P4, P’5, P’3), the sample points (P, P4, Py, P3),
and the detected position and orientation of the scanning plane, create sectional image data corresponding to
a sectional image on the sectional plane based on the anatomical image data (SDG), and create the guide
image (GG) based on the sectional plane and the sectional image data;

the image processing controlling unit (13; 22; 32; 42; 52; 62) is configured to set a non-orthogonal feature point
three-axis coordinate system (x’y’z’) on the anatomical image data (SDG) based on the feature points (P’y, P’4,
P’,, P’3), set a non-orthogonal sample point three-axis coordinate system (xyz) that anatomically corresponds
to the non-orthogonal feature point three-axis coordinate system (x'y’z’) on the two-dimensional image data
based on the sample points (P, P, P5, P3), convert the detected position and orientation of the scanning plane
into a position and an orientation on the non-orthogonal sample point three-axis coordinate system (xyz), convert
the position and the orientation obtained as a result of conversion into a position and an orientation on the non-
orthogonal feature point three-axis coordinate system (x’y’z’), and calculate the sectional plane based on the
position and the orientation on the non-orthogonal feature point three-axis coordinate system (x’y’z’) obtained
as a result of conversion;

the sample point detecting unit includes a reference sample point detecting unit that is arranged on a body
surface of the subject and configured to detect a reference sample point that corresponds to an anatomically
characteristic position near the body surface; and

the image processing controlling unit (13; 22; 32; 42; 52; 62) is configured to set the non-orthogonal sample
point three-axis coordinate system (xyz) whose origin (O) is the reference sample point detected by the reference
sample point detecting unit among the sample points (Pg, P4, P,, P3).

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 1, wherein

the input unit (11) is configured to input at least four of the feature points (P’y, P’4, P’5, P’3), and

the sample point detecting unit is configured to detect at least four sample points (P, P, P,, P3) each anatomically
corresponding to the at least four feature points (P’y, P’y, P’5, P’3), respectively.

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 1, further comprising

a probe (2; 72) that is configured to be inserted inside a body cavity, wherein

the sample point detecting unit is arranged at a distal end of the probe (2; 72) to detect, when the distal end is in
contact with the subject, the sample points (P, P4, P,, P3) from the inside of the body cavity of the subject.

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 3, wherein

the probe (2; 72) has an optical observation window (3c) which obtains an optical image inside the body cavity of
the subject,

the display unit (12) is configured to display the optical image obtained by the optical window (3c), and

the sample point detecting unit is configured to detect the sample points (P, P4, P,, P3) from inside the body cavity
ofthe subject while the display unit (12) displays the opticalimage and when the distal end is in contact with the subject.

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 1, wherein

the anatomical image data (SDG) includes plural pieces of slice image data each corresponding to slice images
(SGn) taken along transverse sections that are vertical to a body axis of the human body,

the input unit (11) is configured to designate and input the feature points (P’y, P’4, P’5, P’3) on the slice image (SGn)
displayed as the anatomical image data, and

the image processing controlling unit (13; 22; 32; 42; 52; 62) is configured to interpolate on intersecting lines between
the sectional plane and the plural pieces of slice image data to create the sectional image data.

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 1, wherein

the sample point detecting unit is further configured to detect an orientation of the reference sample point detected
by the reference sample point detecting unit, and

the image processing controlling unit (13; 22; 32; 42; 52; 62) is configured to correct coordinates of the four sample
points (Pg, P4, P5, P3) and coordinate of the four sample points (P,, P4, P,, P3) after a change attributable to a
change in posture of the subject based on positions of the four sample points (P, P4, P5, P3) and the orientation of
the reference sample point among the four sample points (Pg, P4, Py, P3).
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The ultrasonic diagnosis apparatus (21) according to claim 1, further comprising:

an image creating unit (25; 26) configured to create the anatomical image data using a desired human body; and
a communicating unit (24, 27) configured to transmit the anatomical image data from the image creating unit
(25; 26) to the image processing controlling unit (22).

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 1, wherein

the anatomical image data (SDG) is anatomical three-dimensional image data of the human body,

the input unit (11) is configured to designate a cut position of the three-dimensional image data (SDG),

the image processing controlling unit (13; 22; 32; 42; 52; 62) is configured to create the sectional image data by
cutting the three-dimensional image data along the cut position, and

the input unit (11) is configured to directly designate and input the feature point on the sectional image.

The ultrasonic diagnosis apparatus (21) according to claim 7, wherein
the image creating unit (25; 26) includes one of an X-ray CT apparatus (26), an MRI apparatus (25), and a PET
apparatus.

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 1, wherein
the sample points (Pg, P, Py, P3) anatomically correspond to four of an ensiform cartilage, a right end of pelvis, a
pylorus, a duodenal papilla, and a cardiac orifice.

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 1, wherein
the anatomical image data (SDG) is previously classified with respect to each region.

The ultrasonic diagnosis apparatus (1; 21; 31; 41; 51; 61; 71) according to claim 11, wherein
the anatomical image data (SDG) is previously colored and classified with respect to each region.

The ultrasonic diagnosis apparatus (31) according to claim 1, wherein

the input unit (11) is configured to input a rotation angle of the two dimensional ultrasound image (UG) or the guide
image (GG) around an image center as a rotation center, and

the image processing controlling unit (32) is configured to sequentially create and output a two-dimensional ultra-
sound image (UG) without changing a direction of a normal line of the two-dimensional ultrasound image (UG) and
setting the rotation angle at a direction perpendicular to the direction of the normal line, or sequentially create and
output a guide image (GG) without changing a direction of a normal line of the guide image (GG) and setting the
rotation angle at a direction perpendicular to the direction of the normal line.

The ultrasonic diagnosis apparatus (31) according to claim 13, wherein

the image processing controlling unit (32) is configured to sequentially create and output a guide image (GG) without
changing a direction of a normal line of the guide image (GG) and setting the rotation angle in a direction perpendicular
to the direction of the normal line, and sequentially create and output a two-dimensional ultrasound image (UG)
without changing a direction of a normal line of the two-dimensional ultrasound image (UG) and setting the rotation
angle at a direction perpendicular to the direction of the normal line.

The ultrasonic diagnosis apparatus (31) according to claim 13, wherein
the input unit (11) is configured to input the rotation angle which is variable according to an amount of input of the
input unit (11).

The ultrasonic diagnosis apparatus (41) according to claim 13, further comprising

a position detecting unit (45) configured to detect a central position and a direction of a normal line of a scanning
plane of the scan which is a radial scan, the position detecting unit (45) having previously set default orientation
data (45a) concerning a direction perpendicular to the direction of the normal line, wherein

the image processing controlling unit (13; 22; 32; 42; 52; 62) is configured to match the detected central position
and the detected direction of the normal line with the orientation of the two-dimensional ultrasound image (UG) and
the orientation of the guide image (GG) according to the default orientation data (45a) based on the rotation angle.

The ultrasonic diagnosis apparatus (51) according to claim 1, wherein

the input unit (11) is further configured to input identification information to identify the two-dimensional ultrasound
image (UG), and
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the image processing controlling unit (52) is configured to associate the identification information with the two-
dimensional ultrasound image (UG) and the guide image (GG) for every input identification information, searche for
a two-dimensional ultrasound image (UG) based on the input identification information, and cause the display unit
(12) to display a found two-dimensional ultrasound image (UG) and a guide image (GG) associated with the found
two-dimensional ultrasound image (UG).

The ultrasonic diagnosis apparatus (61) according to claim 1, further comprising

aninserted shape detecting unit (64) configured to detect an inserted shape of an insertion portion, which is insertable
inside the body, of the probe (2) that performs the scan, wherein

the image processing controlling unit (62) is configured to cause the display unit (12) to display an inserted shape
image (IG) which indicates the inserted shape together with the two-dimensional ultrasound image (UG) and the
guide image (GG).

The ultrasonic diagnosis apparatus (71) according to claim 1, further comprising

an electronic radial scanning type probe (72) that includes plural ultrasonic transducers (73a) arranged in a circle,
the ultrasonic transducers (73a) being configured to transmit and receive ultrasound in a predetermined order inside
the body, and to perform the scan.

Patentanspriiche

1.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71), eingerichtet um eine Abtastung eines Inneren eines
Subjekts auszufiihren um zweidimensionale Bilddaten des Inneren zu erhalten, um eine Position und eine Ausrich-
tung einer Abtastebene der Abtastung, gemal welchen die zweidimensionalen Bilddaten erhalten wurden, zu er-
kennen, und um ein zweidimensionales Ultraschaltbild (UG) des Inneren, welches auf der erhaltenen Position und
Ausrichtung und den zweidimensionalen Bilddaten basiert, zu erstellen und auszugeben, wobei die Ultraschalldia-
gnosevorrichtung umfasst:

eine Bildverarbeitungssteuerungseinheit (13; 22; 32; 42; 52; 62), eingerichtet um ein Leitbild (GG), welches
einer anatomischen Position und Ausrichtung des zweidimensionalen Ultraschallbildes (UG) entspricht, basie-
rend auf anatomischen Bilddaten (SDG), welche zuvor als anatomische Bilddaten eines menschlichen Kérpers
gespeichert wurden, und der Position und der Ausrichtung der Abtastebene zu erstellen;

eine Anzeigeeinheit (12), eingerichtet um verschiedene Arten von Bildern enthaltend das Leitbild (GG) und das
zweidimensionale Ultraschallbild (UG) auszugeben und anzuzeigen, sodass mehrere Bilder gleichzeitig aus-
gegeben und angezeigt werden;

eine Eingabeeinheit (11), eingerichtet um Merkmalspunkte (P’y, P’4, P’5, P’3), welche anatomisch charakteris-
tische Positionen in den anatomischen Bilddaten (SDG) angeben, zu bestimmen und einzugeben; und

eine Probenpunkterkennungseinheit, eingerichtet um von dem Subjekt Probenpunkte (Pg, P4, P,, P3) entspre-
chend den Merkmalspunkten (P’g, P’4, P’5, P’3) in den anatomischen Bilddaten zu erkennen,

wobei die Bildverarbeitungssteuereinheit (13; 22; 32; 42; 52; 62) eingerichtet ist, um das Leitbild (GG) entspre-
chend zu der anatomischen Position und Ausrichtung des zweidimensionalen Ultraschallbildes (UG) basierend
auf den Merkmalspunkten (P’y, P’y, P’5, P’3), den Probepunkten (Py, P4, P, P3) und der erkannten Position
und Ausrichtung der Abtastebene zu erstellen,

dadurch gekennzeichnet, dass

die Bildverarbeitungssteuereinheit (13; 22; 32; 42; 52; 62) eingerichtet ist, um eine Schnittebene der anatomi-
schen Bilddaten (SDG) basierend auf den Merkmalspunkten (P’g, P\, P’,, P’3), den Probenpunkten (P, P4, Py,
P5) und der erkannten Position und Ausrichtung der Abtastebene zu berechnen, um Schnittbilddaten entspre-
chend einem Schnittbild der Schnittebene basierend auf den anatomischen Bilddaten (SDG) zu erstellen, und
um das Leitbild (GG) basierend auf der Schnittebene und den Schnittbilddaten zu erstellen;

die Bildverarbeitungssteuereinheit (13; 22; 32; 42; 52; 62) eingerichtet ist, um ein nicht-orthogonales-Merkmal-
spunkt-drei-Achsen-Koordinatensystem (x’y’z’) auf den anatomischen Bilddaten (SDG) basierend auf den Merk-
malspunkten (P’y, P’4, P’5, P’3) festzulegen, um ein nicht-orthogonales-Probenpunkt-drei-Achsen-Koordinaten-
system (xyz) festzulegen, welches dem nicht-orthogonalen-Merkmalspunkt-drei-Achsen-Koordinatensystem
(x'y’z’) auf den zweidimensionalen Bilddaten basierend auf den Probenpunkten (P,, P, P,, P3) anatomisch
entspricht, um die erkannte Position und Ausrichtung der Abtastebene in eine Position und Ausrichtung in dem
nicht-orthogonalen-Probenpunki-drei-Achsen-Koordinatensystem (xyz) umzuwandeln, um die Position und Ori-
entierung, welche als Resultat der Umwandlung zu einer Position und einer Ausrichtung in dem nicht-orthogo-

PRI

nalen-Merkmalspunkt-drei-Achsen-Koordinatensystem (x’y’z’) erhalten wurden, umzuwandeln, und um die
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Schnittebene basierend auf der Position und Orientierung in dem nicht-orthogonalen-Merkmalspunkt-drei-Ach-
sen-Koordinatensystem (x’y’z’), welches als ein Resultat der Umwandlung erhalten wurde, zu berechnen;

die Probenpunkterkennungseinheit eine Referenzprobenpunkterkennungseinheit umfasst, welche auf einer
Korperoberflache des Subjekts angeordnet ist und eingerichtet ist, um einen Referenzprobenpunkt, welcher
einer anatomisch charakteristischen Position nahe der Korperoberflache entspricht, zu erkennen; und

die Bildverarbeitungssteuereinheit (13; 22; 32; 42; 52; 62) eingerichtet ist, um das nicht-orthogonale-Proben-
punkt-drei-Achsen-Koordinatensystem (xyz), dessen Ursprung (O) der Referenzprobenpunkt ist, der durch die

Referenzprobenpunkterkennungseinheit unter den Probenpunkten (P, P4, P5, P3) erkannt wurde, festzulegen.

2. Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemaR Anspruch 1, bei dem

die Eingabeeinheit (11) eingerichtet ist, um mindestens vier der Merkmalspunkte (P’y, P4, P’5, P’3) einzugeben, und
die Probenpunkterkennungseinheit eingerichtet ist, um mindestens vier Probenpunkte (P, P4, P,, P3), von denen
jeder den mindestens vier Merkmalspunkten (P’,, P4, P’5, P’3) anatomisch entspricht, zu erkennen.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemaf Anspruch 1, des Weiteren umfassend

eine Sonde (2; 72), welche eingerichtet ist, um in eine Kérperhdhle eingefliihrt zu werden, wobei

die Probenpunkterkennungseinheit an einem distalen Ende der Sonde (2; 72) angeordnet ist, um, wenn das
distale Ende mit dem Subjekt in Kontaktist, die Probenpunkte (P, P4, P5, P3) von der Innenseite der Kérperhohle
des Subjekts zu erkennen.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemaf Anspruch 3, wobei

die Sonde (2; 72) ein optisches Betrachtungsfenster (3C), welches ein optisches Bild innerhalb der Kérperhéhle
des Subjekts erfasst, aufweist,

die Anzeigeeinheit (12) eingerichtet ist, um das optische Bild, welches durch das optische Fenster (3C) erfasst
wurde, anzuzeigen, und

die Probenpunkterkennungseinheit eingerichtet ist, um die Probenpunkte (P, P4, P5, P3) von innerhalb der Kérper-
héhle des Subjekts zu erkennen, wahrend die Anzeigeeinheit (12) das optische Bild anzeigt und wenn das distale
Ende mit dem Subjekt in Kontakt ist.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemaf Anspruch 1, wobei

die anatomischen Bilddaten (SDG) mehrere Teile von Schichtbilddaten enthalten, von denen jedes Schichtbildern
(SGn) entspricht, welche entlang diagonalen Abschnitten, die vertikal zu einer Kérperachse des menschlichen
Korpers sind, aufgenommen wurden,

die Eingabeeinheit (11) eingerichtet ist, um die Merkmalspunkte (P’y, P’4, P’5, P’3) auf dem Schichtbild (SGn),
welches als die anatomischen Bilddaten angezeigt wird, zu bestimmen und einzugeben, und

die Bildverarbeitungssteuereinheit (13; 22; 32; 42; 52; 62) eingerichtet ist, um sich kreuzende Linien zwischen der
Schnittebene und den mehreren Teilen der Schichtbilddaten zu interpolieren, um die Schnittbilddaten zu erzeugen.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemaf Anspruch 1, wobei

die Probenpunkterkennungseinheit des Weiteren eingerichtet ist, um eine Ausrichtung des Referenzprobenpunktes,
der durch die Referenzprobenpunkterkennungseinheit erkannt worden, zu erkennen, und

die Bildverarbeitungssteuerungseinheit(13;22; 32; 42; 52; 62) eingerichtetist, um Koordinaten der vier Probenpunkte
(Pg» P4, Py, P3) zu korrigieren und um die vier Probepunkte (Pg, P4, P,, P3) nach einer Anderung, die auf eine
Anderung in der Haltung des Subjekts zurtickfiihrbar ist, welche auf Positionen der vier Probenpunkte (Pg, P4, P5,
P3) und der Ausrichtung des Referenzprobenpunkts unter den vier Probenpunkten (Py, P4, P,, P3) basiert, zu
koordinieren.

Ultraschalldiagnosevorrichtung (21) gemaf Anspruch 1, des Weiteren umfassend:

eine Bilderzeugungseinheit (25; 26) eingerichtet um die anatomischen Bilddaten unter Verwendung eines ge-
wiinschten menschlichen Kérper zu erzeugen; und

eine Kommunikationseinheit (24,27) eingerichtet um die anatomischen Bilddaten von der Bilderstellungseinheit
(25; 26) zu der Bildverarbeitungssteuerungseinheit (22) zu senden.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemaf Anspruch 1, wobei

die anatomischen Bilddaten (SDG) anatomische dreidimensionale Bilddaten des menschlichen Kérpers sind,
die Eingabeeinheit (11) eingerichtet ist, um eine Schnittposition der dreidimensionalen Bilddaten (SDG) zu bestim-
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men,
die Bildverarbeitungssteuerungseinheit (13; 22; 32; 42; 52; 62) eingerichtetist, um die Schnittbilddaten durch Schnei-
den der dreidimensionalen Bilddaten entlang der Schnittposition zu erzeugen, und

die Eingabeeinheit (11) eingerichtet ist, um den Merkmalspunkt direkt auf dem Schnittbild zu bestimmen und ein-
zugeben.

Ultraschalldiagnosevorrichtung (21), gemaf Anspruch 7, wobei
die Bilderzeugungseinheit (25; 26) eine der Folgenden enthélt: eine Réntgen CT-Vorrichtung (26), eine MRT Vor-
richtung (25) und eine PET-Vorrichtung.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemaf Anspruch 1, wobei
die Probenpunkte (Py, P4, P,, P3) vier der Folgenden anatomisch entspricht: einer Cartilago Ensiformis, einen
rechtem Ende des Becken, einem Pylorus, einer Duodenalpapille und einem oberen Magenmund.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemaf Anspruch 1, wobei
die anatomischen Bilddaten (SDG) im Hinblick auf jede Region zuvor klassifiziert wurden.

Ultraschalldiagnosevorrichtung (1; 21; 31; 41; 51; 61; 71) gemafR Anspruch 11, wobei
die anatomischen Bilddaten (SDG) im Hinblick auf jede Region zuvor eingefarbt und klassifiziert wurden.

Ultraschalldiagnosevorrichtung (31) gemaf Anspruch 1, wobei

die Eingabeeinheit (11) eingerichtet ist, um einen Rotationswinkel des zweidimensionalen Ultraschallbildes (UG)
oder des Leitbildes (GG) um einen Bildmittelpunkt als Rotationsmittelpunkt einzugeben, und

die Bildverarbeitungssteuereinheit (32) eingerichtet ist, um ein zweidimensionales Ultraschallbild (UG) sequenziell
zu erzeugen und auszugeben ohne eine Richtung einer senkrechten Linie des zweidimensionalen Ultraschallbildes
(UG) zu andern und den Rotationswinkel in einer Richtung rechtwinklig zu der Richtung der senkrechten Linie
festzulegen, oder um ein Leitbild (GG) sequenziell zu erzeugen und auszugeben ohne eine Richtung einer senk-
rechten Linie des Leitbildes (GG) zu andern und den Rotationswinkel in einer Richtung rechtwinklig zu der Richtung
der senkrechten Linie festzulegen.

Ultraschalldiagnosevorrichtung (31) gemaf Anspruch 13, wobei

die Bildverarbeitungssteuereinheit (32) eingerichtet ist, um ein Leitbild (GG) sequenziell zu erzeugen und auszu-
geben ohne eine Richtung einer senkrechten Linie des Leitbildes (GG) zu andern und den Rotationswinkel in einer
Richtung rechtwinklig zu der Richtung der senkrechten Linie festzulegen, und um ein zweidimensionales Ultraschall-
bild (UG) sequenziell zu erstellen und auszugeben ohne eine Richtung einer senkrechten Linie des zweidimensio-
nalen Ultraschallbildes (UG) zu &ndern und den Rotationswinkel in einer Richtung rechtwinklig zu der Richtung der
senkrechten Linie festzulegen.

Ultraschalldiagnosevorrichtung (31) gemaf Anspruch 13, wobei
die Eingabeeinheit (11) eingerichtet ist, um den Rotationswinkel, welcher gemaR einer Anzahl von Eingaben der
Eingabeeinheit (11) variabel ist, einzugeben.

Ultraschalldiagnosevorrichtung (41) gemaf Anspruch 13, des Weiteren umfassend

eine Positionserkennungseinheit (45), eingerichtet um eine Mittelposition und eine Richtung einer senkrechten Linie
einer Abtastebene einer Abtastung, welche eine radiale Abtastung ist, zu erkennen, wobei die Positionserkennungs-
einheit (45) zuvor Standardorientierungsdaten (45a) betreffend eine Richtung rechtwinklig zu der Richtung der
senkrechten Linie festgelegt hat, wobei

die Bildverarbeitungssteuerungseinheit (13; 22; 32; 42; 52; 62) eingerichtet ist, um die erkannte Mittelposition und
die erkannte Richtung der senkrechten Linie mit der Ausrichtung des zweidimensionalen Ultraschallbildes (UG) und
der Ausrichtung des Leitbildes (GG) gemaf den Standardorientierungsdaten (45a) basierend auf den Rotations-
winkel zu vergleichen.

Ultraschalldiagnosevorrichtung (51) gemaf Anspruch 1, wobei

die Eingabeeinheit (11) des Weiteren eingerichtet ist, um Identifikationsinformation, um das zweidimensionale Ul-
traschallbild (UG) zu identifizieren, einzugeben, und

die Bildverarbeitungssteuerungseinheit (52) eingerichtet ist, um die Identifikationsinformation mit dem zweidimen-
sionalen Ultraschallbild (UG) und dem Leitbild (GG) flr jede Eingabeidentifikationsinformation zu verkniipfen, um
nach einem zweidimensionalen Ultraschallbild (UG) basierend auf der Eingabeidentifikationsinformation zu suchen,
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und um die Anzeigeeinheit (12) zum Anzeigen eines gefundenen zweidimensionalen Ultraschallbildes (UG) und
eines Leitbildes (GG), welches mit dem gefundenen zweidimensionalen Ultraschallbild (UG) verknipft ist, zu ver-
anlassen.

Ultraschalldiagnosevorrichtung (61) gemaf Anspruch 1, des Weiteren umfassend

eine eingefiigte-Form-Erkennungseinheit (64), eingerichtet um eine eingefliigte Form eines eingefligten Teils, der
in den Korper eingefligt ist, der Sonde (2), welche die Abtastung ausfiihrt, zu erkennen, wobei

die Bildverarbeitungssteuerungseinheit (62) eingerichtet ist um die Anzeigeeinheit (12) zum Anzeigen eines einge-
fugte-Form-Bildes (IG), welches die eingefligte Form zusammen mit dem zweidimensionalen Ultraschallbild (UG)
und dem Leitbild (GG) angibt, zu veranlassen.

Ultraschalldiagnosevorrichtung (71) gemaf Anspruch 1, des Weiteren umfassend

eine elektronische radial-scannende Sonde (72), welche mehrere Ultraschall-Transducer (73a), welche in einem
Kreis angeordnet sind, enthalt, wobei die Ultraschall-Transducer (73a) eingerichtet sind, um Ultraschall in einer
vorbestimmten Reihenfolge innerhalb des Kérpers zu senden und zu empfangen, und um die Abtastung auszufiihren.

Revendications

Appareil (1;21;31;41 ;51 ;61 ;71)dediagnostic par ultrasons configuré pour exécuter un balayage d’un intérieur
d’un sujet pour obtenir des données d’image bidimensionnelle de 'intérieur, détecter une position et une orientation
d’'un plan de balayage du balayage selon lequel les données d'image bidimensionnelle sont obtenues, et créer et
délivrer en sortie une image ultrasonore bidimensionnelle (UG) de I'intérieur sur la base de la position et de I'orien-
tation détectées et des données d'image bidimensionnelle, I'appareil de diagnostic par ultrasons comprenant :

une unité (13 ; 22; 32; 42 ; 52 ; 62) de commande de traitement d'image configurée pour créer une image
guide (GG) quicorrespond a une position etune orientation anatomiques de I'image ultrasonore bidimensionnelle
(UG) sur la base de données d'image anatomique (SDG), qui sont stockées au préalable comme données
d’'image anatomique d’un corps humain, et de la position et de 'orientation du plan de balayage ;

une unité (12) d’affichage configurée pour délivrer en sortie et afficher divers types d'images incluant 'image
guide (GG) et 'image ultrasonore bidimensionnelle (UG) de telle sorte que des images multiples sont simulta-
nément délivrées en sortie et affichées ;

une unité (11) d’entrée configurée pour désigner et entrer des points de caractéristique (P’g, P’4, P’5, P’3) qui
indiquent des positions anatomiquement caractéristiques sur les données d’'image anatomique (SDG) ; et
une unité de détection de points échantillons configurée pour détecter, a partir du sujet, des points échantillons
(Pg. P4, Py, P3) correspondant aux points de caractéristique (P’g, P4, P, P’3) sur les données d’'image anato-
mique,

dans lequel l'unité (13 ; 22 ; 32 ; 42 ; 52 ; 62) de commande de traitement d'image est configurée pour créer
l'image guide (GG) correspondant a la position et a I'orientation anatomiques de I'image ultrasonore bidimen-
sionnelle (UG) sur la base des points de caractéristique (P’, P’4, P’5, P’3), des points échantillons (Pg, P4, Py,
P,), et de la position et de l'orientation détectées du plan de balayage,

caractérisé en ce que

lunité (13 ; 22; 32; 42; 52 ; 62) de commande de traitement d’image est configurée pour calculer un plan
sectionnel des données d’image anatomique (SDG) sur la base des points de caractéristique (P’g, P4, P’5, P’3),
des points échantillons (P, P4, P,, P3), et de la position et de I'orientation détectées du plan de balayage, créer
des données d’'image sectionnelle correspondant a une image sectionnelle sur le plan sectionnel sur la base
des données d’'image anatomique (SDG), et créer 'image guide (GG) sur la base du plan sectionnel et des
données d’'image sectionnelle ;

lunité (13 ;22 ; 32 ; 42 ; 52 ; 62) de commande de traitement d'image est configurée pour définir un systéme
de coordonnées a trois axes non orthogonaux (x'y’z’) de points de caractéristique sur les données d’image
anatomique (SDG) surlabase des points de caractéristique (P’g, P’4, P’5, P’3), définir un systéme de coordonnées
a trois axes non orthogonaux (xyz) de points échantillons qui correspond anatomiquement au systeme de
coordonnées a trois axes non orthogonaux (x'y’z’) de points de caractéristique sur les données d’'image bidi-
mensionnelle sur la base des points échantillons (P, P4, P,, P3), convertir la position et I'orientation détectées
du plan de balayage en une position et une orientation sur le systétme de coordonnées a trois axes non ortho-
gonaux (xyz) de points échantillons, convertir la position et I'orientation obtenues comme un résultat de la
conversion en une position et une orientation sur le systtme de coordonnées a trois axes non orthogonaux
(xX'y’z’) de points de caractéristique, et calculer le plan sectionnel sur la base de la position et de 'orientation
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sur le systéme de coordonnées a trois axes non orthogonaux (x'y’z’) de points de caractéristique obtenues
comme un résultat de la conversion ;

I'unité de détection de points échantillons inclut une unité de détection de point échantillon de référence qui est
agenceée sur une surface corporelle du sujet et configurée pour détecter un point échantillon de référence qui
correspond a une position anatomiquement caractéristique a cété de la surface corporelle ; et

lunité (13 ;22 ; 32 ; 42 ; 52 ; 62) de commande de traitement d'image est configurée pour définir le systéme
de coordonnées atrois axes non orthogonaux (xyz) de points échantillons dontI’origine (0) est le point échantillon
de référence détecté par I'unité de détection de point échantillon de référence parmi les points échantillons (P,
P4, Py, P3).

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 1, dans lequel

l'unité (11) d’entrée est configurée pour entrer au moins quatre des points de caractéristique (P, P’4, P’5, P’3), et
I'unité de détection de points échantillons est configurée pour détecter au moins quatre points échantillons (P, Py,
P,, P3) correspondant chacun anatomiquement aux au moins quatre points de caractéristique (P’g, P’4, P’5, P’3),
respectivement.

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 1, comprenant en outre
une sonde (2 ; 72) qui est configurée pour étre insérée a l'intérieur d’une cavité corporelle, dans lequel

'unité de détection de points échantillons est agencée a une extrémité distale de la sonde (2 ; 72) pour détecter,
lorsque I'extrémité distale est en contact avec le sujet, les points échantillons (Py, P4, P5, P3) depuis l'intérieur de
la cavité corporelle du sujet.

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 3, dans lequel

la sonde (2 ; 72) a une fenétre optique (3c) d’'observation qui obtient une image optique a l'intérieur de la cavité
corporelle du sujet,

'unité (12) d’affichage est configurée pour afficher I'image optique obtenue par la fenétre optique (3c), et

I'unité de détection de points échantillons est configurée pour détecter les points échantillons (P, P4, P5, P3) depuis
l'intérieur de la cavité corporelle du sujet tandis que l'unité (12) d’affichage affiche 'image optique et lorsque I'ex-
trémité distale est en contact avec le sujet.

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 1, dans lequel

les données d'image anatomique (SDG) incluent des parties multiples de données d'images de tranche correspon-
dant chacune a des images de tranche (SGn) prises le long de sections transversales qui sont verticales par rapport
a un axe de corps du corps humain,

I'unité (11) d’entrée est configurée pour désigner et entrer les points de caractéristique (P’y, P’4, P’5, P’3) sur'image
de tranche (SGn) affichée comme les données d’'image anatomique, et

lunité (13 ;22 ;32 ;42 ; 52 ; 62) de commande de traitement d'image est configurée pour interpoler sur des lignes
d’intersection entre le plan sectionnel et les parties multiples de données d’'images de tranche pour créer les données
d’'image sectionnelle.

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 1, dans lequel

I'unité de détection de points échantillons est en outre configurée pour détecter une orientation du point échantillon
de référence détecté par I'unité de détection de point échantillon de référence, et

l'unité (13 ;22 ;32 ;42 ;52 ;62) de commande de traitement d'image est configurée pour corriger des coordonnées
des quatre points échantillons (P, P4, P5, P3) et coordonner les quatre points échantillons (P, P4, P,, P3) aprés
un changement attribuable a un changement de posture du sujet sur la base de positions des quatre points échan-
tillons (P, P4, P,, P3) et de l'orientation du point échantillon de référence parmi les quatre points échantillons (P,
Py, Py, P3).

Appareil (21) de diagnostic par ultrasons selon la revendication 1, comprenant en outre :
une unité (25 ; 26) de création d’'image configurée pour créer les données d’'image anatomique en utilisant un
corps humain désiré ; et
une unité (24, 27) de communication configurée pour transmettre les données d’image anatomique de I'unité

(25 ; 26) de création d'image a l'unité (22) de commande de traitement d'image.

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 1, dans lequel
les données d’'image anatomique (SDG) sont des données d’image tridimensionnelle anatomique du corps humain,
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'unité (11) d’entrée est configurée pour désigner une position de coupe des données d’'image tridimensionnelle
(SDG),

lunité (13 ;22 ;32 ;42 ;52 ;62) de commande de traitement d'image est configurée pour créer les données d'image
sectionnelle en coupant les données d’'image tridimensionnelle le long de la position de coupe, et

'unité (11) d’entrée est configurée pour désigner et entrer directement le point de caractéristique sur 'image sec-
tionnelle.

Appareil (21) de diagnostic par ultrasons selon la revendication 7, dans lequel
I'unité (25 ; 26) de création d’'image inclut un parmi un appareil de tomodensitométrie par rayons X (26), un appareil
d’'IRM (25), et un appareil de TEP.

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 1, dans lequel
les points échantillons (Py, P4, P,, P3) correspondent anatomiquement & quatre d’un cartilage ensiforme, d’une
extrémité droite de bassin, d’un pylore, d’'une papille duodénale, et d’un orifice cardiaque.

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 1, dans lequel
les données d’'image anatomique (SDG) sont classées au préalable pour ce qui concerne chaque région.

Appareil (1;21;31;41;51;61;71) de diagnostic par ultrasons selon la revendication 11, dans lequel
les données d'image anatomique (SDG) sont colorées et classées au préalable pour ce qui concerne chaque région.

Appareil (31) de diagnostic par ultrasons selon la revendication 1, dans lequel

'unité (11) d’entrée est configurée pour entrer un angle de rotation de I'image ultrasonore bidimensionnelle (UG)
ou de I'image guide (GG) autour d’'un centre d'image comme un centre de rotation, et

'unité (32) de commande de traitement d’image est configurée pour créer et délivrer en sortie séquentiellement
une image ultrasonore bidimensionnelle (UG) sans changer une direction d’'une ligne normale de I'image ultrasonore
bidimensionnelle (UG) et en définissant I'angle de rotation a une direction perpendiculaire a la direction de la ligne
normale, ou créer et délivrer en sortie séquentiellement une image guide (GG) sans changer une direction d’'une
ligne normale de I'image guide (GG) et en définissant I'angle de rotation a une direction perpendiculaire a la direction
de la ligne normale.

Appareil (31) de diagnostic par ultrasons selon la revendication 13, dans lequel

'unité (32) de commande de traitement d’image est configurée pour créer et délivrer en sortie séquentiellement
une image guide (GG) sans changer une direction d’'une ligne normale de I'image guide (GG) et en définissant
I'angle de rotation a une direction perpendiculaire a la direction de la ligne normale, et créer et délivrer en sortie
séquentiellement une image ultrasonore bidimensionnelle (UG) sans changer une direction d’'une ligne normale de
'image ultrasonore bidimensionnelle (UG) et en définissant I'angle de rotation a une direction perpendiculaire a la
direction de la ligne normale.

Appareil (31) de diagnostic par ultrasons selon la revendication 13, dans lequel
I'unité (11) d’entrée est configurée pour entrer I'angle de rotation qui est variable en fonction d’une quantité d’entrée
de l'unité (11) d’entrée.

Appareil (41) de diagnostic par ultrasons selon la revendication 13, comprenant en outre

une unité (45) de détection de position configurée pour détecter une position centrale et une direction d’'une ligne
normale d’un plan de balayage du balayage qui est un balayage radial, I'unité (45) de détection de position ayant
défini au préalable des données d’orientation par défaut (45a) concernant une direction perpendiculaire a la direction
de la ligne normale, dans lequel

lunité (13 ; 22 ; 32 ; 42 ; 52 ; 62) de commande de traitement d’image est configurée pour faire correspondre la
position centrale détectée et la direction détectée de la ligne normale avec I'orientation de I'image ultrasonore
bidimensionnelle (UG) et I'orientation de I'image guide (GG) en fonction des données d’orientation par défaut (45a)
sur la base de I'angle de rotation.

Appareil (51) de diagnostic par ultrasons selon la revendication 1, dans lequel

I'unité (11) d’entrée est en outre configurée pour entrer des informations d’identification pour identifier 'image
ultrasonore bidimensionnelle (UG), et

I'unité (52) de commande de traitement d’'image est configurée pour associer les informations d’identification avec
'image ultrasonore bidimensionnelle (UG) et 'image guide (GG) pour toutes les informations d’identification entrées,
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rechercher une image ultrasonore bidimensionnelle (UG) sur la base des informations d’identification entrées, et
faire en sorte que l'unité (12) d’affichage affiche une image ultrasonore bidimensionnelle (UG) trouvée et une image
guide (GG) associée avec I'image ultrasonore bidimensionnelle (UG) trouvée.

Appareil (61) de diagnostic par ultrasons selon la revendication 1, comprenant en outre

une unité (64) de détection de forme insérée configurée pour détecter une forme insérée d’'une partie d’insertion,
qui est insérable a l'intérieur du corps, de la sonde (2) qui exécute le balayage, dans lequel

I'unité (62) de commande de traitement d'image est configurée pour faire en sorte que l'unité (12) d’affichage affiche
une image (IG) de forme insérée qui indique la forme insérée ensemble avec I'image ultrasonore bidimensionnelle
(UG) et 'image guide (GG).

Appareil (71) de diagnostic par ultrasons selon la revendication 1, comprenant en outre

une sonde électronique (72) de type a balayage radial qui inclut des transducteurs ultrasonores (73a) multiples
agenceés en un cercle, les transducteurs ultrasonores (73a) étant configurés pour transmettre et recevoir des ultra-
sons dans un ordre prédéterminé a l'intérieur du corps, et pour exécuter le balayage.
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