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AUTONOMOUS VEHICLE MONITORING

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation-in-part applica-
tion claiming priority to Ser. No. 15/986,116 filed May 22,
2018, the contents of which are hereby incorporated by
reference.

FIELD

[0002] The invention relates generally to getting help in an
emergency medical situation for an occupant in an autono-
mous vehicle, and in particular to a method and system for
coordinating a meeting of the autonomous automotive
vehicle with an ambulance or other emergency service
vehicle manned by emergency service personnel.

BACKGROUND

[0003] When a person traveling in an autonomous auto-
motive vehicle, i.e. a driverless vehicle, requires emergency
medical attention it sometimes takes a long time for speci-
fied help to reach the autonomous automotive vehicle and
the person in need. For example, minutes and seconds can be
critical in saving the person’s life such that a system may
quickly bring together the autonomous automotive vehicle
with specified help.

SUMMARY

[0004] The present invention provides a vehicle occupant
safety monitoring method comprising: monitoring via a
plurality of sensors, by a processor of a hardware device
within an autonomous vehicle in motion, biometric condi-
tions of an occupant within the autonomous vehicle cur-
rently in motion; analyzing, by the processor, the biometric
conditions with respect to predetermined baseline biometric
conditions associated with the occupant; determining, by the
processor based on results of the analyzing, a medical
emergency situation associated with the occupant within the
autonomous vehicle currently in motion; executing, by the
processor, a plurality of predetermined actions associated
with resolving the emergency medical situation; and trans-
mitting, by the processor to a predetermined entity, a noti-
fication indicating the a medical emergency situation and
results of the executing.

[0005] The present invention provides a computer pro-
gram product, comprising a computer readable hardware
storage device storing a computer readable program code,
the computer readable program code comprising an algo-
rithm that when executed by a computer processor of a
hardware device within an autonomous vehicle in motion
implements a vehicle occupant safety monitoring method,
the method comprising: monitoring via a plurality of sen-
sors, by the processor, biometric conditions of an occupant
within the autonomous vehicle currently in motion; analyz-
ing, by the processor, the biometric conditions with respect
to predetermined baseline biometric conditions associated
with the occupant; determining, by the processor based on
results of the analyzing, a medical emergency situation
associated with the occupant within the autonomous vehicle
currently in motion; executing, by the processor, a plurality
of predetermined actions associated with resolving the emer-
gency medical situation; and transmitting, by the processor
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to a predetermined entity, a notification indicating the medi-
cal emergency situation and results of the executing.
[0006] The present invention provides a hardware device,
within an autonomous vehicle in motion, comprising a
computer processor coupled to a computer-readable memory
unit, the memory unit comprising instructions that when
executed by the computer processor implements a vehicle
occupant safety monitoring method comprising: monitoring
via a plurality of sensors, by the processor, biometric con-
ditions of an occupant within the autonomous vehicle cur-
rently in motion; analyzing, by the processor, the biometric
conditions with respect to predetermined baseline biometric
conditions associated with the occupant; determining, by the
processor based on results of the analyzing, a medical
emergency situation associated with the occupant within the
autonomous vehicle currently in motion; executing, by the
processor, a plurality of predetermined actions associated
with resolving the emergency medical situation; and trans-
mitting, by the processor to a predetermined entity, a noti-
fication indicating the medical emergency situation and
results of the executing.

[0007] Embodiments of the present invention advanta-
geously provides a simple method and associated system
capable of accurately detecting user activities.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 depicts a cloud computing environment
according to an embodiment of the present invention.
[0009] FIG. 2 depicts abstraction model layers according
to an embodiment of the present invention.

[0010] FIGS. 3A and 3B together provide a flow chart
diagram of a method in accordance with embodiments of the
present invention.

[0011] FIG. 3C shows expanded views of select steps of
the flow chart of FIG. 3B.

[0012] FIG. 4 is a flow chart diagram of a method in
accordance with additional embodiments of the present
invention.

[0013] FIG. 5 illustrates a system for improving automo-
tive technology by monitoring vehicle occupant safety and
generating associated actions, in accordance with embodi-
ments of the present invention.

[0014] FIG. 6 illustrates a flowchart detailing a process
enabled by the system of FIG. 1 for improving automotive
technology by monitoring vehicle occupant safety and gen-
erating associated actions, in accordance with embodiments
of the present invention.

[0015] FIG. 7 is a block diagram of a computer system
used for implementing the methods of the present invention.

DETAILED DESCRIPTION

[0016] In the following description, specific details are set
forth although it should be appreciated by one of ordinary
skill that the present invention can be practiced without at
least some of the details. In some instances, known features
or processes are not described in detail so as not to obscure
the present invention.

[0017] An autonomous car, also known as an autonomous
automotive vehicle, a driverless car, self-driving car, or
robotic car, is an automotive vehicle that is capable of
sensing its environment and navigating without human
input. An autonomous automotive vehicle detects surround-
ings using radar, lidar, GPS, odometry, and computer vision.
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Advanced control systems interpret sensory information to
identify appropriate navigation paths, as well as obstacles
and relevant signage.

[0018] Autonomous automotive vehicles are currently
being tested to chauffeur human passengers. In the event that
an emergency medical situation is detected regarding a
passenger who is riding in an autonomous automotive
vehicle, time may be critical to get medical help for the
passenger. The autonomous automotive vehicle could
change its route and destination to head to the nearest
hospital having emergency services. Alternatively, the
autonomous automotive vehicle could stop, park and sum-
mons an ambulance by making a 911 emergency phone call.
However sometimes neither of the two previously men-
tioned approaches would yield the quickest response time
for emergency medical personnel to reach the autonomous
automotive vehicle and the passenger in need of help.

[0019] According to the systems and methods of the
present invention, a quickest simultaneous arrival time at a
safe rendezvous location is determined for the autonomous
automotive vehicle to meet an ambulance after notification
of a passenger of the autonomous automotive vehicle requit-
ing emergency medical assistance. The inventive methods
can be implemented via a computer system, e.g. an on-board
vehicle rendezvous coordination system built into the
autonomous automotive vehicle and which could use a GPS
global positioning system and wireless cloud technology for
communications with an (EMS) Emergency Medical Ser-
vice, e.g. an ambulance service.

[0020] It is to be understood that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present invention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

[0021] Cloud computing is a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
effort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.

[0022]

[0023] On-demand self-service: a cloud consumer can
unilaterally provision computing capabilities, such as server
time and network storage, as needed automatically without
requiring human interaction with the service’s provider.

[0024] Broad network access: capabilities are available
over a network and accessed through standard mechanisms
that promote use by heterogeneous thin or thick client
platforms (e.g., mobile phones, laptops, and PDAs).

[0025] Resource pooling: the provider’s computing
resources are pooled to serve multiple consumers using a
multi-tenant model, with different physical and virtual
resources dynamically assigned and reassigned according to
demand. There is a sense of location independence in that
the consumer generally has no control or knowledge over
the exact location of the provided resources but may be able
to specify location at a higher level of abstraction (e.g.,
country, state, or datacenter).

Characteristics are as follows:
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[0026] Rapid elasticity: capabilities can be rapidly and
elastically provisioned, in some cases automatically, to
quickly scale out and rapidly released to quickly scale in. To
the consumer, the capabilities available for provisioning
often appear to be unlimited and can be purchased in any
quantity at any time.

[0027] Measured service: cloud systems automatically
control and optimize resource use by leveraging a metering
capability at some level of abstraction appropriate to the
type of service (e.g., storage, processing, bandwidth, and
active user accounts). Resource usage can be monitored,
controlled, and reported, providing transparency for both the
provider and consumer of the utilized service.

[0028] Service Models are as follows:

[0029] Software as a Service (SaaS): the capability pro-
vided to the consumer is to use the provider’s applications
running on a cloud infrastructure. The applications are
accessible from various client devices through a thin client
interface such as a web browser (e.g., web-based e-mail).
The consumer does not manage or control the underlying
cloud infrastructure including network, servers, operating
systems, storage, or even individual application capabilities,
with the possible exception of limited user-specific applica-
tion configuration settings.

[0030] Platform as a Service (PaaS): the capability pro-
vided to the consumer is to deploy onto the cloud infra-
structure consumer-created or acquired applications created
using programming languages and tools supported by the
provider. The consumer does not manage or control the
underlying cloud infrastructure including networks, servers,
operating systems, or storage, but has control over the
deployed applications and possibly application hosting envi-
ronment configurations.

[0031] Infrastructure as a Service (laaS): the capability
provided to the consumer is to provision processing, storage,
networks, and other fundamental computing resources
where the consumer is able to deploy and run arbitrary
software, which can include operating systems and applica-
tions. The consumer does not manage or control the under-
lying cloud infrastructure but has control over operating
systems, storage, deployed applications, and possibly lim-
ited control of select networking components (e.g., host
firewalls).

[0032] Deployment Models are as follows:

[0033] Private cloud: the cloud infrastructure is operated
solely for an organization. It may be managed by the
organization or a third party and may exist on-premises or
off-premises.

[0034] Community cloud: the cloud infrastructure is
shared by several organizations and supports a specific
community that has shared concerns (e.g.. mission, security
requirements, policy, and compliance considerations). It
may be managed by the organizations or a third party and
may exist on-premises or off-premises.

[0035] Public cloud: the cloud infrastructure is made
available to the general public or a large industry group and
is owned by an organization selling cloud services.

[0036] Hybrid cloud: the cloud infrastructure is a compo-
sition of two or more clouds (private, community, or public)
that remain unique entities but are bound together by stan-
dardized or proprietary technology that enables data and
application portability (e.g., cloud bursting for load-balanc-
ing between clouds).
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[0037] A cloud computing environment is service oriented
with a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing is
an infrastructure that includes a network of interconnected
nodes.

[0038] Referring now to FIG. 1, illustrative cloud com-
puting environment 50 is depicted. As shown, cloud com-
puting environment 50 includes one or more cloud comput-
ing nodes 10 with which local computing devices used by
cloud consumers, such as, for example, personal digital
assistant (PDA) or cellular telephone 54A, desktop com-
puter 54B, laptop computer 54C, and/or automobile com-
puter system 54N may communicate. Nodes 10 may com-
municate with one another. They may be grouped (not
shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment 50 to offer infrastruc-
ture, platforms and/or software as services for which a cloud
consumer does not need to maintain resources on a local
computing device. It is understood that the types of com-
puting devices 54A-N shown in FIG. 1 are intended to be
illustrative only and that computing nodes 10 and cloud
computing environment 50 can communicate with any type
of computerized device over any type of network and/or
network addressable connection (e.g., using a web browser).
[0039] Referring now to FIG. 2, a set of functional
abstraction layers provided by cloud computing environ-
ment 50 (FIG. 1) is shown. It should be understood in
advance that the components, layers, and functions shown in
FIG. 2 are intended to be illustrative only and embodiments
of the invention are not limited thereto. As depicted, the
following layers and corresponding functions are provided:
[0040] Hardware and software layer 60 includes hardware
and software components. Examples of hardware compo-
nents include: mainframes 61; RISC (Reduced Instruction
Set Computer) architecture based servers 62; servers 63;
blade servers 64; storage devices 65; and networks and
networking components 66. In some embodiments, software
components include network application server software 67
and database software 68.

[0041] Virtualization layer 70 provides an abstraction
layer from which the following examples of virtual entities
may be provided: virtual servers 71; virtual storage 72;
virtual networks 73, including virtual private networks;
virtual applications and operating systems 74; and virtual
clients 75.

[0042] In one example, management layer 80 may provide
the functions described below. Resource provisioning 81
provides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 82
provide cost tracking as resources are utilized within the
cloud computing environment, and billing or invoicing for
consumption of these resources. In one example, these
resources may include application software licenses. Secu-
rity provides identity verification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 83 provides access to the cloud computing environ-
ment for consumers and system administrators. Service level
management 84 provides cloud computing resource alloca-
tion and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 85 provide pre-arrangement for, and procurement of,
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cloud computing resources for which a future requirement is
anticipated in accordance with an SLA.

[0043] Workloads layer 90 provides examples of function-
ality for which the cloud computing environment may be
utilized. Examples of workloads and functions which may
be provided from this layer include: mapping and navigation
91; software development and lifecycle management 92;
virtual classroom education delivery 93; data analytics pro-
cessing 94; transaction processing 95; and improving auto-
motive technology by monitoring vehicle occupant safety
and generating associated actions 96.

[0044] FIGS. 3A and 3B together provide a flow chart
diagram of a method in accordance with embodiments of the
present invention.

[0045] The vehicle rendezvous coordination method starts
in step 300 of FIG. 3A. It is implemented by a computer
system within the autonomous automotive vehicle which
includes wireless communications capabilities. The method
can be set up to start (i) when the autonomous automotive
vehicle is started, e.g. upon ignition of the vehicle motor, (ii)
when a passenger first enters the vehicle, or (iii) when the
vehicle starts moving towards its destination with the pas-
senger on-board. In the first case the vehicle rendezvous
coordination method is running at all times whenever the
vehicle is operational. In the second case, the vehicle
rendezvous coordination method is only activated when a
passenger is detected within the vehicle, and in the third case
the method only operates when the vehicle is driving
towards a destination with a passenger on-board.

[0046] The health status of all passengers is monitored in
step 304 as described for instance in the related patent
application entitled “System and Method for UAV Enabled
Medical Assistance” filed at the USPTO on the same date
herewith by John D. Wilson et al. and hereby incorporated
by reference in its entirety for background information only.
[0047] The method in step 300 first detects that a passen-
ger is present within the autonomous automotive vehicle.
Thereafter the behavior and well-being of the passenger, i.e.
occupant, in the vehicle is continuously monitored using
sensors within the vehicle. For example, audio sounds can
be detected from a microphone whereby verbalizations of
the passenger are digitally signal processed to search for
matching sounds which would indicate a medical crisis such
as but not limited to: choking; gasping for air; crying in pain;
vomiting; screaming; calling for medical help; groaning; and
complete silence indicating lack of breathing.

[0048] Various biometric Internet of Things (IoT) sensors
within the vehicle can be used to measure the passenger’s
health status such as but not limited to:

[0049] Odor Sensors to detect smell signatures of bodily
fluids.
[0050] Moisture Sensors to detect moisture occurrence

in the seat, on the floor mats, on arm rests, and door
handles.

[0051] Accelerometers to analyze motion of the pas-
senger with respect to car motion, such as slumping
forward or thrusting backwards.

[0052] Directional Thermometers to detect changes in
the passenger’s body temperature, such as a high or low
body temperature indicating a possible health emer-
gency.

[0053] Cameras within the autonomous automotive
vehicle can also be used to improve the awareness of
medical issues of the passenger. For instance, cameras and
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associated data analysis software can view and detect
changes in the appearance of the passenger such as, but not
limited to: swelling of body parts; dilated pupils; facial color
changes; sweating; changes over time of the reflectiveness
of the passenger’s face due to sweating; gestures such as
hands to the throat or flailing arms; holding his head;
clutching his chest; constantly rubbing his face; and appear-
ing to be collapsed or unconscious.

[0054] Step 308 analyzes the data gathering from the
monitoring step 304 to determine whether the passenger of
the autonomous automotive vehicle is potentially experienc-
ing a medical emergency situation. If no medical emergency
is detected, then the process continues back to step 304 for
continued monitoring. If a possible medical emergency is
detected in step 308 then the method moves to step 312
where an Emergency Medical Service is contacted and
alerted of the situation, including being provided with the
data gathered from all the sensors that are monitoring the
passenger’s health. The EMS can be any entity which
provides an ambulance or other mobile emergency health
care unit with emergency medical personnel in order to
stabilize a person having a medical emergency, then trans-
porting that person to a hospital or similar health care facility
for follow-up treatment. For the purposes of the current
invention, the EMS is defined as any service which can send
a mobile unit with emergency medical personnel to a person
in need of emergency care and transport. For instance, the
EMS can be an ambulance service, a police station, a
hospital, fire department, etc. The emergency medical per-
sonnel are defined as any persons having training to handle
emergency situations such as ambulance attendants, emet-
gency medical technicians (EMT), police, firemen, doctors,
nurses, physician assistants, etc. Moreover, the EMS vehicle
can be any vehicle, such as but not limited to an ambulance,
a car, a truck, a helicopter, an airplane, a police car, an
off-road vehicle, a snowmobile, an amphibious vehicle, and
a watercraft, which can carry medical emergency personnel
and transfer the patient to a medical facility.

[0055] In step 312 data detailing the medical condition of
the passenger in the autonomous automotive vehicle is
communicated to emergency medical services within a
predetermined radius (e.g. 20 miles) or predetermined driv-
ing distance of the autonomous automotive vehicle. The
communications are one-way or two-way communications
systems preferably provided by the computer system by way
of any known wireless communications device, e.g. com-
munications via a smart phone, mobile computer device,
radio, satellite, Internet or other wireless network. Also
transmitted to the EMS and stored within the computer
system when an emergency is detected is the current time in
step 316 and the current location of the autonomous auto-
motive vehicle in step 324. An EMS is selected, typically the
closest, which could provide an ambulance to meet the
autonomous automotive vehicle in the shortest time pos-
sible.

[0056] Step 328 in FIG. 3B determines whether an ambu-
lance is needed based upon the totality of data gathered
while monitoring the passenger. If a decision is made that an
ambulance is not needed, then the method will loop back to
step 304 to continue monitoring the passenger. If the medical
situation is determined in step 308 to be an emergency that
requires trained medical personnel to treat and stabilize the
passenger and transport the passenger to a hospital, then an
ambulance (or other EMS vehicle) will be dispatched to
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meet the autonomous automotive vehicle. Typically, an
automotive ambulance will be dispatched to aid the passen-
ger in need. However, in some cases the EMS vehicle could
be another type of vehicle such as a helicopter to airlift the
passenger, or a watercraft vehicle if the nearest hospital is
across a lake and the fastest mode of transportation is for a
watercraft ambulance vehicle to transport the passenger.
Many other EMS vehicles could be used, such as a car, a
truck, an airplane, a police car, an off-road vehicle, a
snowmobile or an amphibious vehicle.

[0057] A rendezvous location is determined in step 332,
and an arrival time is determined in step 336 at which the
emergency medical vehicle and the autonomous automotive
vehicle are estimated to simultaneously arrive at the ren-
dezvous location. Although the arrival times are preferably
the same time for both the ambulance and the autonomous
automotive vehicle to arrive at the rendezvous location,
there will often be an offset of times dues to traffic condi-
tions, weather, etc. In other words, the system may estimate
a simultaneous arrival time of 3:37 pm at a selected ren-
dezvous location, but the ambulance could arrive at 3:35 pm
and the autonomous automotive vehicle could arrive at 3:38
pm. The simultaneous arrival time is an optimum time which
is sought to provide the quickest coordination of medical
services to the passenger of the autonomous automotive
vehicle.

[0058] The rendezvous location is determined, by the
computer system, as a safe location which is defined as a
location where both the autonomous automotive vehicle and
the EMS vehicle can park without blocking traffic to allow
expeditious, safe transfer of the occupant from the autono-
mous automotive vehicle to the EMS vehicle by the EMS
personnel. Other safety factors are also considered when
determining a safe rendezvous location, such as but not
limited to (i) whether the terrain will impede passenger
transfer, (ii) whether nearby activities will impede passenger
transfer (e.g. a demonstration, parade, sporting event crowd,
etc.), (iii) whether the roadway is safe for travel, etc. The
safe location can be further defined to exclude (i) areas of
statistically high issues, (ii) areas unstable for parking
vehicles, (iii) areas unsafe for vehicle ingress or egress, (iv)
areas of unsafe air quality, and (v) areas unsafe due to
weather or meteorological conditions.

[0059] Step 332 determines a list of safe rendezvous
locations by examining the current location of the autono-
mous automotive vehicle and the available EMS services
within the nearby area. Estimated travel times are compared
for the autonomous automotive vehicle and the EMS vehicle
to reach a plurality of different safe locations. One of the
plurality of different rendezvous locations is selected which
corresponds to having a shortest travel time for both the
autononmous automotive vehicle and the ambulance to reach
the selected rendezvous location. The estimated travel times
are defined as a difference between the current time of the
communicated medical emergency situation and the arrival
time at each of the respective plurality of different safe
locations. The prospective safe rendezvous locations can
also be determined by comparing a plurality of different
travel routes of the autonomous automotive vehicle and the
EMS vehicle to reach the locations, thereafter selecting the
rendezvous location which corresponds to having a shortest
combined travel distance of the autonomous automotive
vehicle and the EMS vehicle to the selected rendezvous
location.
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[0060] Sometimes the status of a selected rendezvous
location can change, or the routes to the selected rendezvous
location for either the EMS vehicle or the autonomous
automotive vehicle can become inaccessible or delayed due
to unforeseen circumstances such as an automobile accident
blocking the roadway. Step 340 determines whether a
change of route is suggested for either the autonomous
automotive vehicle or the EMS vehicle. If no change of
route is necessary, then the process continues to step 344 and
further continues to monitor the passenger in step 304 until
the rendezvous is complete. When both the autonomous
automotive vehicle and the EMS vehicle have arrived at the
selected safe rendezvous location, then the method ends in
step 348.

[0061] If step 340 determines that a change of route is
suggested for either the autonomous automotive vehicle or
the EMS vehicle, then the method returns to step 332 to
determine whether the same rendezvous location should be
maintained or not. If the same rendezvous location is kept,
then a further analysis will determine whether the same
route should be used or whether a different route should be
used for either of the vehicles. It may be that the quickest
route to the original rendezvous location is still the same
route, albeit delayed due to unforeseen circumstances. Alter-
natively, a different route may be chosen as the fastest route.
[0062] Other safe rendezvous locations will be considered
and compared with the original rendezvous location to
determine which location could be reached as fast as pos-
sible. Any decision for either the autonomous automotive
vehicle or the EMS vehicle to use a different route or to
travel to a different safe rendezvous location will be com-
municated to the EMS service as well as being acknowl-
edged by the computing system in the autonomous automo-
tive vehicle. Monitoring of the passenger will continue in
step 304 until the rendezvous is completed as determined in
step 344 at which time the process ends in step 348.
[0063] The vehicle rendezvous coordination system and
method can include independent GPS mapping capabilities
or it can use a separate on-board GPS system which has been
installed in the autonomous automotive vehicle. An auto-
motive GPS system is well known to provide route mapping
and travel data for the vehicle in which it is installed.
[0064] FIG. 3C shows expanded views of steps 332 and
336 of the flow chart of FIG. 3B. Step 332 determines a
rendezvous location for the autonomous vehicle to meet the
EMS vehicle in the event of a medical emergency of a
passenger traveling in the autonomous automotive vehicle
and requiring emergency medical treatment followed by
transport to a hospital. In step 352 a list of safe rendezvous
locations is determined which are easily accessible to both
the ambulance and the autonomous automotive vehicle. A
coordinating list of travel times is compiled in step 356 for
travel to each of the listed safe rendezvous locations for both
(1) the ambulance from its current location such as at the
EMS service address or elsewhere, and (ii) the autonomous
automotive vehicle from its current location. Step 368
analyzes all the listed rendezvous locations and selects an
optimum one of the safe rendezvous locations which has the
shortest travel times for arrival of the ambulance and the
autonomous automotive vehicle. The optimum routes are
preferably selected so that both the ambulance and the
autonomous automotive vehicle will have the same travel
times and will both arrive at the rendezvous location at the
same time. However, an optimum safe rendezvous location
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could be selected which would result in different travel times
and arrival times for the EMS vehicle and the autonomous
automotive vehicle.

[0065] In one example a safe rendezvous location A may
have a 12 minute travel time for the ambulance and a 12
minute travel time for the autonomous automotive vehicle
totaling 24 minutes combined. A safe rendezvous location B
may have a 12 minute travel time for the ambulance and a
10 minute travel time for the autonomous automotive
vehicle totaling 22 minutes combined. In either case the
passenger will have to wait for 12 minutes before EMS
personnel from the ambulance will be able to care for him
and begin his transport to the hospital. However it is
preferable for the method to select rendezvous location B
which has a two minute buffer to offset possible traffic
congestion or other delays of the autonomous automotive
vehicle while traveling to the rendezvous location.

[0066] Step 360 generates a coordinating list of travel
distances corresponding to the autonomous automotive
vehicle and the EMS vehicle each traveling to the list of safe
rendezvous locations compiled in step 356. The travel
distances include distances for both (i) the ambulance from
its current location such as at the EMS service address or
elsewhere to each rendezvous location, and (ii) the autono-
mous automotive vehicle from its current location to each
rendezvous location. Step 364 analyzes all the listed ren-
dezvous locations and travel distances, then selects an
optimum one of the safe rendezvous locations which has the
shortest combined travel distances for travel by the ambu-
lance and the autonomous automotive vehicle. The optimum
routes are preferably selected so that both the ambulance and
the autonomous automotive vehicle will arrive at the ren-
dezvous location at the same time. However, an optimum
safe rendezvous location could be selected which would
result in different travel times and arrival times for the EMS
vehicle and the autonomous automotive vehicle.

[0067] Arrival times of the ambulance and the autono-
mous automotive vehicle at the safe rendezvous locations
are determined in step 336. In FIG. 3C step 372 determines
the arrival time A of the ambulance and the autonomous
automotive vehicle at the safe rendezvous location selected
in step 368 as having the shortest travel times. Step 376
determines the arrival time B of the ambulance and the
autonomous automotive vehicle at the safe rendezvous loca-
tion selected in step 364 as having the shortest combined
travel distances. Then decision step 380 decides which
arrival time is sooner, arrival time A or arrival time B. If
arrival time A is sooner, then the method selects arrival time
A in step 388 and continues to step 340 of FIG. 3B. If arrival
time B is sooner, then the method selects arrival time B in
step 384 and continues to step 340.

[0068] FIG. 4 is a flow chart diagram of a method in
accordance with additional embodiments of the present
invention. The method starts in step 400 when a passenger
enters the autonomous automotive vehicle. As long as the
passenger is an occupant of the vehicle his medical health
will be monitored in step 404 as previously discussed. If a
potential emergency medical situation is detected in step 408
by the various sensors within the autonomous automotive
vehicle, then an EMS service is selected in step 412 (at the
time of emergency detection) which is located within a
predetermined driving distance from the current location of
the autonomous automotive vehicle. Alternatively, the EMS
could be selected as the closest EMS service to the autono-
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mous automotive vehicle, regardless of its location (e.g.
even if its 100 miles away). Otherwise monitoring of the
passenger’s health continues in step 404. Typically, the
closest EMS service would be selected, although other
factors such as the availability of specific emergency medi-
cal services (an operating room, etc.) can be considered prior
to selecting a specific EMS service.

[0069] The method continues in step 416 by determining
a safe rendezvous location for the autonomous automotive
vehicle and an ambulance or other EMS vehicle to meet. The
arrival times of the EMS vehicle at the rendezvous location
and the autonomous automotive vehicle at the rendezvous
location are estimated in step 420. Ideally the two vehicles
would meet at exactly the same arrival time at the rendez-
vous location in order to minimize delay of medical treat-
ment to the passenger, and to minimize delay in getting the
passenger into the ambulance for emergency transport to a
hospital. This is also the reason why in a preferred embodi-
ment the autonomous automotive vehicle continues to travel
(rather than parking in a stationary location) to meet the
ambulance at a halfway point from their original positions in
order to minimize delay of medical treatment and emet-
gency transport.

[0070] In step 424 wireless communications is initiated
between the autonomous automotive vehicle and the
selected EMS service. The computing system communicates
with the EMS service by sending:

[0071] (i) a request for an EMS vehicle manned by EMS
personnel to be dispatched to the rendezvous location,
[0072] (ii) the identified medical emergency situation of

the occupant of the autonomous automotive vehicle,
[0073] (iii) the current location of the autonomous auto-
motive vehicle,
[0074] (iv) the rendezvous location, and
[0075] (v) the estimated simultaneous arrival time at
which both the EMS vehicle and the autonomous auto-
motive vehicle will arrive at the rendezvous location.
[0076] The availability of the selected EMS service is
determined in step 428. If for some reason the selected EMS
service cannot accommodate the request for an EMS
vehicle, then the EMS service will respond on the same
wireless communications channel to notify the autonomous
automotive vehicle, whereby another EMS service will be
selected in step 412 and the process steps will continue as
described above.
[0077] When the autonomous automotive vehicle receives
acknowledgment from the selected EMS service of avail-
ability in step 428. then monitoring of the health status of the
passenger will continue in step 432 while the autonomous
automotive vehicle travels en route to the selected rendez-
vous location, and status updates or changes will be com-
municated in step 424 with the EMS service.
[0078] FIG. 5 illustrates a system 100 for improving
automotive technology by monitoring vehicle occupant
safety and generating associated actions, in accordance with
embodiments of the present invention. System 100 is
enabled to identify an autonomous vehicle occupant having
a medical emergency and execute the following actions:
[0079] 1. Alert predetermined key contacts such as, inter
alia, medical assistance personnel, insurance company
representatives, family, nearby vehicles, fire stations, first
responders, etc.
[0080] 2.Execute predetermined actions with respect to an
autonomous vehicle. Predetermined actions may include,
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inter alia, disabling the autonomous vehicle, enabling
emergency lights of the autonomous vehicle, automati-
cally unlocking doors of the autonomous vehicle, turning
a speaker on, auto calling a predetermined phone number,
periodically enabling/disabling exterior lights of the
autonomous vehicle, periodically enabling/disabling inte-
rior lights of the autonomous vehicle, etc.

[0081] System 100 of FIG. 1 includes a vehicles 27a . . .
27n, a server system 25, and a global positioning satellite
(GPS) (or any type of movement detection system) system
31 communicatively connected (e.g., via a network) to an
autonomous vehicle 22. The autonomous vehicle 22
includes a hardware device (e.g., onboard computer 14), a
switching (control) mechanism 19, sensors 16a . . . 16z, a
navigation system 37, and occupants 18« . . . 18». Hardware
device 14, navigation system 37, and switching mechanism
19 may include any type of hardware controller system(s)
including, inter alia, an automobile integrated controller
computer, a computer (PC), a laptop computer, a tablet, etc.
Hardware device 14 includes a memory system 8. Memory
system 8 stores program instructions 17 for enabling a
process for monitoring conditions of an occupant of autono-
mous vehicle 22 and executing vehicular control actions
associated with control of autonomous vehicle 22. Hardware
device 14, navigation system 37, and switching mechanism
19 may each comprise a specialized hardware device com-
prising specialized (non-generic) hardware and circuitry
(i.e., specialized discrete non-generic analog, digital, and
logic-based circuitry) for executing a process described with
respect to FIGS. 1-7. The specialized discrete non-generic
analog, digital, and logic-based circuitry may include pro-
prietary specially designed components (e.g., a specialized
integrated circuit, such as for example an Application Spe-
cific Integrated Circuit (ASIC) designed for only implement-
ing a process for improving automotive technology by
monitoring conditions of an occupant of autonomous vehicle
22 and executing vehicular control actions associated with
control of autonomous vehicle 22). Switching mechanism
19 comprises any type of electrical and/or mechanical
control and switching mechanism (for automatically con-
trolling functionality of all accessories 71 in autonomous
vehicle 22 as well as all functionality of autonomous vehicle
22) that may include proprietary specially designed electro/
mechanical components (e.g., circuitry, switching relay,
control motors, etc.). Accessories 71 may comprise any type
of functional accessary in vehicle including, inter alia, a
radio, air conditioning, power fold down seats, car doors,
windows, lights, audio functions, etc. Sensors 16a . . . 16r
may include any type of sensors for detecting occupants 184
... 18n of vehicle 22. Sensors 16a . . . 16z may include, inter
alia, optical sensors, temperature sensors, infrared sensors,
speed sensors, GPS sensors, moisture sensors, pressure
sensors, motion detector sensors, video cameras, biometric
sensors (e.g., heart rate sensors, blood pressure sensors,
etc.), efc.

[0082] The following process enabled by system 100 of
FIG. 1 describes an implementation example for executing
vehicular control actions for autonomous vehicle 22:

[0083] Autonomous vehicle 22 monitors health conditions
(e.g., vital signs) of an occupant (e.g., occupants 18a . . .
18#) via sensors 16a . . . 16n of: autonomous vehicle 22,
wearable devices, car seats, video cameras (image recogni-
tion), etc. In response, system 100 determines if a health
status of the occupant is danger thereby indicating an
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emergency situation. The determination may be executed by

comparing the monitored health conditions with predetet-

mined safe parameters. Additionally, system 100 may
receive a direct alert from sensors 16a . . . 162 indicating the
emergency situation with respect to the occupant. When an

emergency situation is detected, system 100 deploys a

plurality of predefined actions for increasing passenger

safety and enhancing the occupant’s current health condi-
tions. The predefined actions may include, inter alia:

[0084] 1. Unlocking vehicle doors to enable first respond-
ers to quickly access the occupant.

[0085] 2. Stopping the vehicle to enable first responders to
easily reach the occupant.

[0086] 3. Applying emergency lights to notify additional
vehicles of the emergency situation. Th emergency light
may include standard built it lights or a new set of lights
with a distinctive logo/shape to highlight a type of emer-
gency.

[0087] 4. Enabling a speaker to enable call assistance and
communication functionality with the occupant.

[0088] 5. Periodically enable/disable lights of autonomous
vehicle 22 to notify additional vehicles of the emergency
situation.

[0089] 6. Periodically enable/disable lights of autonomous
vehicle 22 to stimulate the occupant to keep him/her
conscious.

[0090] Additionally, system 100 may transmit a plurality

of predetermined alerts based on an emergency detected. For

example:

[0091] 1. Transmitting a communication to first respond-
ers requesting medical assistance. The communication
may include a type of emergency, current occupant health
readings, occupant location, vehicle characteristics, etc.

[0092] 2. Transmitting a communication to predetermined
individuals (e.g., family, friends, etc) via email, SMS, real
time chat, etc.

[0093] 3. Transmitting notifications to nearby vehicles.
Transmitting notifications may include usage of vehicle to
vehicle communication technologies (e.g., V2V). System
100 may transmit a communication to nearby vehicles.
This communication may be customized by the occupant
to be used with respect to predefined conditions. For
example, with respect to a life threatening emergency, the
occupant may publish as much information as possible
that may guide others to help safe his/her life. Likewise,
with respect to a minor emergency, the occupant may not
want to transmit any information to nearby vehicles.

[0094] Additionally, system 100 may transmit a notifica-

tion to the occupant’s insurance company if required. All

notifications may be customized by the occupant to ensure
safety and privacy.

[0095] FIG. 6 illustrates a flowchart detailing a process

enabled by system 100 of FIG. 1 for improving automotive

technology by monitoring vehicle occupant safety and gen-
erating associated actions, in accordance with embodiments
of the present invention. Each of the steps in the algorithm

of FIG. 6 may be enabled and executed in any order by a

computer processor executing computer code. In step 200,

biometric conditions of an occupant within an autonomous

vehicle currently in motion are monitored via a plurality of
sensors. The sensors may include, inter alia, sensors within
the autonomous vehicle, sensors within a wearable device of
the occupant, sensors within a car seat within the autono-
mous vehicle, etc. The sensors may include thermal imaging
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sensors, optical sensors, video cameras, altimeters, and IoT
proximity sensors, GPS sensors, heartrate monitors, blood
pressure monitors, temperature sensors, etc. The biometric
conditions are analyzed with respect to predetermined base-
line biometric conditions associated with the occupant. In
step 201, a medical emergency situation associated with the
occupant within the autonomous vehicle currently in motion
is detected based on results of step 200. In step 202,
predetermined actions associated with resolving the emer-
gency medical situation are executed. The predetermined
actions include disabling the autonomous vehicle currently
in motion such said motion is terminated. Alternatively, the
predetermined actions may include, inter alia, unlocking
entry points of the autonomous vehicle, enabling interior
and exterior lighting of the vehicle, enabling communica-
tions functions of the vehicle, etc. In step 204, a notification
indicating the medical emergency situation is transmitted to
a predetermined entity. Transmitting the notification may
include transmitting a request for an EMS vehicle manned
by EMS personnel to be dispatched to a currently detected
location of the autonomous vehicle. The request may include
currently detected biometric conditions of the occupant and
characteristics of the autonomous vehicle. The predeter-
mined entity may include, inter alia, friends or family of the
occupant, an insurance company of the occupant, an
employer of the occupant, a roadside assistance entity asso-
ciated with the autonomous vehicle, etc. Transmitting said
notification may include transmitting a request to additional
vehicles located a predetermined distance from the autono-
movus vehicle.

[0096] In step 208, a direct alert indicating abnormal
biometric conditions of the occupant is received from the
Sensors.

[0097] FIG. 7 is a block diagram of a computer system,
aka computing device, 500 for improving automotive tech-
nology by monitoring vehicle occupant safety and generat-
ing associated actions, in accordance with embodiments of
the present invention. The computing device 500 includes a
processor 508, an input device 506 coupled to the processor
508, an output device 510 coupled to the processor 508, and
memory devices 502 and 512 each coupled to the processor
508. The input device 506 may be, inter alia, a keyboard, a
mouse, etc. The output device 510 may be, inter alia, a
printer, a plotter, a computer screen, a magnetic tape, a
removable hard disk, a floppy disk, etc. The memory devices
502 and 512 may be, inter alia, a hard disk, a floppy disk, a
magnetic tape, an optical storage such as a compact disc
(CD) or a digital video disc (DVD), a dynamic random
access memory (DRAM), a read-only memory (ROM), etc.
The memory device 512 includes a computer code 514
which is a computer program that includes computer-ex-
ecutable instructions.

[0098] The computer code 514 includes software or pro-
gram instructions that may implement an algorithm for
implementing methods of the present invention. The pro-
cessor 508 executes the computer code 514. The memory
device 502 includes input data 504. The input data 504
includes input required by the computer code 514. The
output device 510 displays output from the computer code
514. Fither or both memory devices 502 and 512 (or one or
more additional memory devices not shown) may be used as
a computer usable storage medium (or program storage
device) having a computer readable program embodied
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therein and/or having other data stored therein, wherein the
computer readable program includes the computer code 514.
[0099] Generally, a computer program product (or, alter-
natively, an article of manufacture) of the computer system/
device 500 may include the computer usable storage
medium (or said program storage device). The processor 508
may represent one or more processors. The memory device
502 and/or the memory device 512 may represent one or
more computer readable hardware storage devices and/or
one or more memories.

[0100] The present invention may be a system, a method,
and/or a computer program product at any possible technical
detail level of integration. The computer program product
may include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present
invention.

[0101] The computer readable storage medium can be a
tangible device that can retain and store instructions for use
by an instruction execution device. The computer readable
storage medium may be, for example, but is not limited to,
an electronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
is not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

[0102] Computer readable program instructions described
herein can be downloaded to respective computing/process-
ing devices from a computer readable storage medium or to
an external computer or external storage device via a net-
work, for example, the Internet, a local area network, a wide
area network and/or a wireless network. The network may
comprise copper transmission cables, optical transmission
fibers, wireless transmission, routers, firewalls, switches,
gateway computers and/or edge servers. A network adapter
card or network interface in each computing/processing
device receives computer readable program instructions
from the network and forwards the computer readable
program instructions for storage in a computer readable
storage medium within the respective computing/processing
device.

[0103] Computer readable program instructions for carry-
ing out operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, con-
figuration data for integrated circuitry, or either source code
or object code written in any combination of one or more
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programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, in order to
perform aspects of the present invention.

[0104] Aspects of the present invention are described
herein with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems), and computer
program products according to embodiments of the inven-
tion. It will be understood that each block or step of the
flowchart illustrations and/or block diagrams, and combina-
tions of blocks/steps in the flowchart illustrations and/or
block diagrams, can be implemented by computer readable
program instructions.

[0105] These computer readable program instructions may
be provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or
blocks.

[0106] The computer readable program instructions may
also be loaded onto a computer, other programmable data
processing apparatus, or other device to cause a series of
operational steps to be performed on the computer, other
programmable apparatus or other device to produce a com-
puter implemented process, such that the instructions which
execute on the computer, other programmable apparatus, or
other device implement the functions/acts specified in the
flowchart and/or block diagram block or blocks.

[0107] The flowchart and block diagrams in the Figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods, and com-
puter program products according to various embodiments
of the present invention. In this regard, each block or step in
the flowchart or block diagrams may represent a module,
segment, or portion of instructions, which comprises one or
more executable instructions for implementing the specified
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logical function(s). In some alternative implementations, the
functions noted in the blocks may occur out of the order
noted in the Figures. For example, two blocks shown in
succession may, in fact, be executed substantially concur-
rently, or the blocks may sometimes be executed in the
reverse order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts or carry out
combinations of special purpose hardware and computer
instructions.

[0108] The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill in the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments
disclosed herein.

What is claimed is:
1. A vehicle occupant safety monitoring method compris-
ing:

monitoring via a plurality of sensors, by a processor of a
hardware device within an autonomous vehicle in
motion, biometric conditions of an occupant within
said autonomous vehicle currently in motion;

analyzing, by said processor. said biometric conditions
with respect to predetermined baseline biometric con-
ditions associated with said occupant;

determining, by said processor based on results of said
analyzing, a medical emergency situation associated
with said occupant within said autonomous vehicle
currently in motion;

executing, by said processor, a plurality of predetermined
actions associated with resolving said emergency medi-
cal situation; and

transmitting, by said processor to a predetermined entity,
a notification indicating said a medical emergency
situation and results of said executing.

2. The method of claim 1, wherein said sensors comprise
integral sensors selected from the group consisting of sen-
sors within said autonomous vehicle, sensors within a wear-
able device of said occupant, and sensors within a car seat
within said autonomous vehicle.

3. The method of claim 1, further comprising:

receiving, by said processor from said plurality of sensors,

a direct alert indicating abnormal biometric conditions
of said occupant, wherein said determining said medi-
cal emergency situation is further based on said direct
alert.

4. The method of claim 1, wherein said plurality of
predetermined actions comprise disabling said autonomous
vehicle currently in motion such said motion is terminated.

5. The method of claim 4, wherein said plurality of
predetermined actions further comprise actions selected
from the group consisting of unlocking entry points of said
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autonomous vehicle, enabling interior and exterior lighting
of said vehicle, and enabling communications functions of
said vehicle.

6. The method of claim 4, wherein said transmitting said
notification comprises transmitting a request for an EMS
vehicle manned by EMS personnel to be dispatched to a
currently detected location of said autonomous vehicle.

7. The method of claim 6, wherein said request comprises
currently detected biometric conditions of an occupant and
characteristics of said autonomous vehicle.

8. The method of claim 4, wherein said predetermined
entity comprises an entity selected from the group consisting
of friends or family of said occupant, an insurance company
of said occupant, an employer of said occupant, and a
roadside assistance entity associated with said autonomous
vehicle.

9. The method of claim 4, wherein said transmitting said
notification comprises transmitting a request to additional
vehicles located a predetermined distance from said autono-
mous vehicle, and wherein said request comprises currently
detected biometric conditions of an occupant and character-
istics of said autonomous vehicle.

10. The method of claim 1, wherein said plurality of
sensors comprise sensing devices selected from the group
consisting of thermal imaging sensors, optical sensors, video
cameras, altimeters, and IoT proximity sensors, GPS sen-
sors, heartrate monitors, blood pressure monitors, and tem-
perature sensors.

11. The method of claim 1, further comprising:

providing at least one support service for at least one of

creating, integrating, hosting, maintaining, and deploy-
ing computer-readable code in the computing system,
said code being executed by the computer processor to
implement: said monitoring, said analyzing, said deter-
mining, said executing, and said transmitting.

12. A computer program product, comprising a computer
readable hardware storage device storing a computer read-
able program code, said computer readable program code
comprising an algorithm that when executed by a computer
processor of a hardware device within an autonomous
vehicle in motion implements a vehicle occupant safety
monitoring method, said method comprising:

monitoring via a plurality of sensors, by said processor,

biometric conditions of an occupant within said autono-
mous vehicle currently in motion;

analyzing, by said processor, said biometric conditions

with respect to predetermined baseline biometric con-
ditions associated with said occupant;

determining, by said processor based on results of said

analyzing, a medical emergency situation associated
with said occupant within said autonomous vehicle
currently in motion;

executing, by said processor, a plurality of predetermined

actions associated with resolving said emergency medi-
cal situation; and

transmitting, by said processor to a predetermined entity,

a notification indicating said medical emergency situ-
ation and results of said executing.

13. The computer program product of claim 12, wherein
said sensors comprise integral sensors selected from the
group consisting of sensors within said autonomous vehicle,
sensors within a wearable device of said occupant, and
sensors within a car seat within said autonomous vehicle.
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14. The computer program product of claim 12, wherein
said method further comprises:

receiving, by said processor from said plurality of sensors,

a direct alert indicating abnormal biometric conditions
of said occupant, wherein said determining said medi-
cal emergency situation is further based on said direct
alert.

15. The computer program product of claim 12, wherein
said plurality of predetermined actions comprise disabling
said autonomous vehicle currently in motion such said
motion is terminated.

16. The computer program product of claim 15, wherein
said plurality of predetermined actions further comprise
actions selected from the group consisting of unlocking
entry points of said autonomous vehicle, enabling interior
and exterior lighting of said vehicle, and enabling commu-
nications functions of said vehicle.

17. The computer program product of claim 15, wherein
said transmitting said notification comprises transmitting a
request for an EMS vehicle manned by EMS personnel to be
dispatched to a currently detected location of said autono-
mous vehicle.

18. The computer program product of claim 17, wherein
said request comprises currently detected biometric condi-
tions of an occupant and characteristics of said autonomous
vehicle.

19. The computer program product of claim 15, wherein
said predetermined entity comprises an entity selected from
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the group consisting of friends or family of said occupant, an
insurance company of said occupant, an employer of said
occupant, and a roadside assistance entity associated with
said autonomous vehicle.

20. A hardware device, within an autonomous vehicle in
motion, comprising a computer processor coupled to a
computer-readable memory unit, said memory unit compris-
ing instructions that when executed by the computer pro-
cessor implements a vehicle occupant safety monitoring
method comprising:

monitoring via a plurality of sensors, by said processor,

biometric conditions of an occupant within said autono-
mous vehicle currently in motion;

analyzing, by said processor, said biometric conditions

with respect to predetermined baseline biometric con-
ditions associated with said occupant;

determining, by said processor based on results of said

analyzing, a medical emergency situation associated
with said occupant within said autonomous vehicle
currently in motion;

executing, by said processor, a plurality of predetermined

actions associated with resolving said emergency medi-
cal situation; and

transmitting, by said processor to a predetermined entity,

a notification indicating said medical emergency situ-
ation and results of said executing.
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