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(57) ABSTRACT

Technologies for emotion prediction based on breathing
patterns include a wearable device. The wearable device
includes a breathing sensor to generate breathing data, one
or more processors, and one or more memory devices having

Filed: Mar. 30, 2018 stored therein a plurality of instructions that, when executed,
Publication Classificati cause the wearable device to calibrate a personalized emo-
ublication € lasstlication tion predictive model associated with the user, collect
Int. Cl. breathing data of the user of the wearable device, analyze the
A61B 5/16 (2006.01) breathing data to determine a breathing pattern, predict, in
A61B 5/00 (2006.01) response to an analysis of the breathing data, the emotional
A61B 5/08 (2006.01) state of the user using the personalized emotion predictive
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TECHNOLOGIES FOR EMOTION
PREDICTION BASED ON BREATHING
PATTERNS

BACKGROUND

[0001] Bio-signals, such as heart rate and galvanic skin
response, have been used to detect valence of an emotion of
human subject. For example, changes in respiratory sinus
arrhythmia (RSA) have been monitored to detect changes
due to emotional variations of human subjects. RSA is
defined as the periodic fluctuations in the heart rate related
to breathing due to the physical connection between the
vagal nerve, the lungs, the heart, as well as with the other
organs. As such, metabolic activities and/or individual dif-
ferences in bio-signals may affect detecting valence of an
emotion of a human subject.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] The concepts described herein are illustrated by
way of example and not by way of limitation in the accom-
panying figures. For simplicity and clarity of illustration,
elements illustrated in the figures are not necessarily drawn
to scale. Where considered appropriate, reference labels
have been repeated among the figures to indicate corre-
sponding or analogous elements.

[0003] FIG.1 is a simplified block diagram of at least one
embodiment of a system for classifying breathing patterns to
predict an emotional state of a user of the wearable device;
[0004] FIG. 2 is a simplified block diagram of at least one
embodiment of an environment that may be established by
a wearable device of FIG. 1;

[0005] FIG. 3 is a simplified flow diagram of at least one
embodiment of a method for training a personalized emotion
predictive model using machine learning that may be
executed by the wearable device of FIGS. 1 and 2;

[0006] FIG. 4 is a simplified flow diagram of at least one
embodiment of a method for classifying breathing patterns
using a personalized emotion predictive model to predict the
emotional state of a user of the wearable device that may be
executed by the wearable device of FIGS. 1 and 2; and
[0007] FIG. §1s an illustration of at least one embodiment
of the wearable device of FIGS. 1-4.

DETAILED DESCRIPTION OF THE DRAWINGS

[0008] While the concepts of the present disclosure are
susceptible to various modifications and alternative forms,
specific embodiments thereof have been shown by way of
example in the drawings and will be described herein in
detail. It should be understood, however, that there is no
intent to limit the concepts of the present disclosure to the
particular forms disclosed, but on the contrary, the intention
is to cover all modifications, equivalents, and alternatives
consistent with the present disclosure and the appended
claims.

[0009] References in the specification to “one embodi-
ment,” “an embodiment,” “an illustrative embodiment,” etc.,
indicate that the embodiment described may include a
particular feature, structure, or characteristic, but every
embodiment may or may not necessarily include that par-
ticular feature, structure, or characteristic. Moreover, such
phrases are not necessarily referring to the same embodi-
ment. Further, when a particular feature, structure, or char-
acteristic is described in connection with an embodiment, it
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is submitted that it is within the knowledge of one skilled in
the art to effect such feature, structure, or characteristic in
connection with other embodiments whether or not explic-
itly described. Additionally, it should be appreciated that
Jitems included in a list in the form of “at least one A, B, and
C” can mean (A); (B); (C); (Aand B); (A and C); (B and C);
or (A, B, and C). Similarly, items listed in the form of “at
least one of A, B, or C” can mean (A); (B); (C); (A and B);
(A and C); (B and C); or (A, B, and C).

[0010] The disclosed embodiments may be implemented,
in some cases, in hardware, firmware, software, or any
combination thereof. The disclosed embodiments may also
be implemented as instructions carried by or stored on a
transitory or non-transitory machine-readable (e.g., com-
puter-readable) storage medium, which may be read and
executed by one or more processors. A machine-readable
storage medium may be embodied as any storage device,
mechanism, or other physical structure for storing or trans-
mitting information in a form readable by a machine (e.g.,
a volatile or non-volatile memory, a media disc, or other
media device).

[0011] In the drawings, some structural or method features
may be shown in specific arrangements and/or orderings.
However, it should be appreciated that such specific arrange-
ments and/or orderings may not be required. Rather, in some
embodiments, such features may be arranged in a different
manner and/or order than shown in the illustrative figures.
Additionally, the inclusion of a structural or method feature
in a particular figure is not meant to imply that such feature
is required in all embodiments and, in some embodiments,
may not be included or may be combined with other
features.

[0012] Referring now to FIG. 1, an illustrative system 100
for classifying breathing patterns to predict an emotional
state of a user of the wearable device 102 is shown. In use,
as described further below, the wearable device 102 may
collect and analyze the breathing data of the user of the
wearable device 102. The breathing data includes four
phases of a breathing cycle: inspiration (T,,), inspiration
pause (T,,), expiration (T,), and expiration pause (T,,). For
example, the average time periods for the breathing phases
during typical breathing for the inspiration phase (T,) is
about 2.58 seconds, the inspiration pause phase (T,) is
about 0.23 seconds, the expiration phase (T,) is about 1.72
seconds, and the expiration pause phase (T,,) is about 2.13
seconds. The wearable device 102 may further extract one or
more breathing patterns based on breathing pattern metrics.
For example, the breathing pattern metrics may include,
among other things, a ratio between inspiration and expira-
tion durations (T,/T,), a respiration frequency (f=1/(T+
T, +T.+T,))), and/or ratios that indicate each phase of the
respiration cycle compared to the total respiration duration
(T *tg T, "z, T, %z, T,,*1z). The extracted breathing pat-
tern(s) and the time periods for the breathing phases may be
used as inputs to an emotion predictive model to predict an
emotional state (e.g., valence and arousal levels) of the user.
[0013] Since the breathing patterns may be highly depen-
dent on the user of the wearable device 102, the emotion
predictive model may be calibrated to generate a personal-
ized emotion predictive model for the user. To do so, prior
to predicting the emotional state of the user, several scents
may be sequentially exposed to the user to collect training
breathing data to extract a breathing pattern for each scent.
In addition to extracting breathing patterns, the user may
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also provide a self-labeled class associated with each scent.
For example, the user may provide a valence level (e.g.,
negative, neural, or positive) and/or an arousal level (e.g.,
low, medium, or high) associated with each scent. The
wearable device 102 may associate the extracted breathing
patterns with the corresponding self-labeled classes to train
a personalized emotion predictive model that is specifically
tailored to the user. Subsequently, the wearable device 102
may utilize the personalized emotion predictive model asso-
ciated with the user to predict an emotional state of the user
based on breathing data.

[0014] Referring back to FIG. 1, the wearable device 102
may be embodied as any type of device, structure, or system
having various aspects or characteristics capable of perform-
ing the functions described herein. The wearable device 102
may be embodied as smart eyeglasses or any other form
factor for an electronic device that may be worn by a user.
As shown in FIG. 1, the illustrative wearable device 102
includes a compute engine 120, an input/output (“1/0”)
subsystem 126, one or more data storage devices 128, one or
more breathing sensors 130, one or more input devices 132,
and communication circuitry 134 which may further include
a network interface controller (NIC) 136. It should be
appreciated that, in some embodiments, the wearable device
102 may include other or additional components, such as
those commonly found in a typical computing device (e.g.,
various input/output devices and/or other components).
Additionally, in some embodiments, one or more of the
illustrative components may be incorporated in, or otherwise
form a portion of, another component.

[0015] The compute engine 120 may be embodied as any
type of device or collection of devices capable of performing
the various compute functions as described below. In some
embodiments, the compute engine 120 may be embodied as
a single device such as an integrated circuit, an embedded
system, a field-programmable-array (FPGA), a system-on-
a-chip (SoC), an application specific integrated circuit
(ASIC), reconfigurable hardware or hardware circuitry, or
other specialized hardware to facilitate performance of the
functions described herein. Additionally, in some embodi-
ments, the compute engine 120 may include, or may be
embodied as, one or more CPUs 122 and memory 124. The
CPU 122 may be embodied as any type of processor capable
of performing the functions described herein. For example,
the CPU 122 may be embodied as a single or multi-core
processor(s), digital signal processor, microcontroller, or
other processor or processing/controlling circuit.

[0016] The memory 124 may be embodied as any type of
volatile or non-volatile memory or data storage capable of
performing the functions described herein. In operation, the
memory 124 may store various data and software used
during operation of the wearable device 102 such as appli-
cations, programs, libraries, and drivers. The memory 124 is
communicatively coupled to the CPUs 122 via the I/O
subsystem 126, which may be embodied as circuitry and/or
components to facilitate input/output operations with the
CPUs 122, the memory 124, and other components of the
wearable device 102. For example, the I/O subsystem 126
may be embodied as, or otherwise include, memory con-
troller hubs, input/output control hubs, integrated sensor
hubs, firmware devices, communication links (e.g., point-
to-point links, bus links, wires, cables, light guides, printed
circuit board traces, etc.), and/or other components and
subsystems to facilitate the input/output operations. In some
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embodiments, the I/O subsystem 126 may form a portion of
a system-on-a-chip (SoC) and be incorporated, along with
one or more of the CPU 122, the memory 124, and other
components of the wearable device 102, on a single inte-
grated circuit chip.

[0017] The data storage device(s) 128 may be embodied as
any type of device or devices configured for short-term or
long-term storage of data such as, for example, memory
devices and circuits, memory cards, hard disk drives, solid-
state drives, or other data storage devices. In some embodi-
ments, the data storage device(s) 128 may form a portion of
the memory 124. In the illustrative embodiment, the wear-
able device 102 may be configured to store breathing data,
user-specific class labeled data, and a personalized emotion
predictive model in the data storage device(s) 128.

[0018] The breathing sensor(s) 130 may be embodied as
any type of sensor capable of measuring breathing of a user
of the wearable device 102 and producing breathing data
indicative of breathing pattern of the user. For example, in
the illustrative embodiment, the breathing sensor(s) 130 may
be embodied as, or otherwise include, one or more piezo-
electric (PZ) sensors, such as piezoelectric diaphragms. In
the illustrative embodiment, the piezoelectric sensors may
be positioned proximate to the nose (e.g., a bridge of a nose)
of a user wearing the wearable device 102 to detect the
vibration of the nasal bridge as the user breathes in and out
of the user’s nose and/or mouth. The piezoelectric sensors
may be configured to produce sensor data by converting
vibration into electrical signals (i.e., the breathing data). It
should be appreciated that, in some embodiments, the
breathing sensor(s) 130 may be embodied as any type of
sensor that can measure vibrations at other portions of the
user’s body (e.g., the user’s temples, forehead, chest, or
abdomen).

[0019] The input device(s) 132 may be embodied as any
type of device capable of receiving an input from a user of
the wearable device 102. For example, in some embodi-
ments, the input device(s) 132 may include a touch screen,
graphics circuitry, keyboard, and/or interface devices
capable of receiving an input from a user of the wearable
device 102. In use, the input device(s) 132 is configured to
receive a self-labeled class from a user of the wearable
device 102 indicating a valence level (e.g., negative, neural,
or positive) and/or an arousal level (e.g., low, medium, or
high) for each testing scent that was exposed to the user
during calibration of the personalized emotion predictive
model. Although the input device(s) 132 is shown as a
subcomponent of the wearable device 102, in some embodi-
ments, one or more input devices 132 may be communica-
tively or wirelessly coupled to the wearable device 102 via
the communication circuit 134.

[0020] The communication circuit 134 may be embodied
as any type of communication circuit, device, or collection
thereof, capable of enabling communications to and from
the wearable device 102. To do so, the communication
circuit 134 may be configured to use any one or more
communication technologies (e.g., wireless or wired com-
munications) and associated protocols (e.g., ANT, ZIGBEE,
Ethernet, Bluetooth®, Wi-Fi®, WiMAX, LTE, 4G, 3G, etc.)
to effect such communication. In some embodiments, the
communication circuit 134 may transmit breathing data
generated by the breathing sensors 130 to a remote compute
device 104 for further processing.
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[0021] 1In other embodiments, the breathing sensors 130
may be wirelessly coupled to the wearable device 102. In
such embodiments, the communication circuit 134 may
enable communications between the wearable device 102
and the breathing sensors 130 to receive breathing data from
the breathing sensors 130. Moreover, in some embodiments,
one or more input devices 132 may be communicatively
coupled to the wearable device 102. In such embodiments,
the communication circuit 134 may enable communications
between the wearable device 102 and the input device 132.
Additionally or alternatively, in other embodiments, one or
more input devices 132 may be coupled to the remote
compute device 104. In such embodiments, the communi-
cation circuit 134 may enable communications between the
wearable device 102 and the remote compute device 104 via
a network 106.

[0022] The remote compute device 104 may be embodied
as a cellular phone, a mobile computing device, a tablet, a
computer, a server, a computation device, a networked
device, a distributed compute system, or other device
capable of receiving communications from the wearable
device 102 via the network 106. Thus, the remote compute
device 104 may include a compute engine, an [/O subsys-
tem, a data storage device, communication circuitry, and/or
other components and devices commonly found in a smart-
phone or similar computing device. The individual compo-
nents of the remote compute device 104 may be similar to
the corresponding components of the wearable device 102,
the description of which is not repeated herein so as not to
obscure the present disclosure.

[0023] As discussed above, the system 100 may include
the network 106. The network 106 may be embodied as any
type of network capable of facilitating communications
between the wearable device 102 and the remote compute
device 104. For example, the network 106 may be embodied
as, or otherwise include, a wireless local area network
(LAN), a wireless wide area network (WAN), a cellular
network, and/or a publicly-accessible global network such
as the Internet. As such, the network 106 may include any
number of additional devices, such as one or more input
devices, additional computers, routers, and switches, to
facilitate communications thereacross.

[0024] Referring now to FIG. 2, in use, the wearable
device 102 establishes an environment 200 for classifying
breathing patterns to predict an emotional state of a user of
the wearable device 102. The illustrative environment 200
includes a breathing pattern analyzer 230, a personalized
emotion predictive model manager 240, an emotion predic-
tor 250, and, in some embodiments, a network communi-
cator 260. The breathing pattern analyzer 230 further
includes a breathing pattern extractor 232, and the emotion
predictor 250 further includes an emotion classifier 252. The
illustrative environment 200 further includes breathing data-
base 210, user-specific class labeled database 212, and
personalized emotion prediction model database 214. The
various components of the environment 200 may be embod-
ied as hardware, firmware, software, or a combination
thereof. As such, in some embodiments, one or more of the
components of the environment 200 may be embodied as
circuitry or collection of electrical devices (e.g., breathing
pattern analyzer circuitry 230, breathing pattern extractor
circuitry 232, personalized emotion predictive model man-
ager circuitry 240, emotion predictor circuitry 250, emotion
classifier circuitry 252, network communicator circuitry
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260, etc.). It should be appreciated that, in such embodi-
ments, one or more of the breathing pattern analyzer cir-
cuitry 230, the breathing pattern extractor circuitry 232, the
personalized emotion predictive model manager circuitry
240, the emotion predictor circuitry 250, the emotion clas-
sifier circuitry 252, and/or the network communicator cir-
cuitry 260 may form a portion of one or more of the compute
engine 120, the /O subsystem 126, the communication
circuit 134, and/or other components of the wearable device
102. Additionally, in some embodiments, one or more of the
illustrative components of the environment 200 may form a
portion of another component and/or one or more of the
illustrative components may be independent of one another.

[0025] The breathing pattern analyzer 230 is configured to
analyze breathing data collected from the breathing sensors
130 to determine one or more breathing patterns. It should
be appreciated that the breathing data is stored in the
breathing database 210. To do so, the wearable device 102
includes the breathing pattern analyzer 230. In the illustra-
tive embodiment, the wearable device 102 is configured to
identify the breathing phases based on the breathing data and
determine the breathing phase time periods for the breathing
phases. Using the breathing phase time periods, the breath-
ing pattern extractor 232 is configured to determine the
breathing pattern based on one or more breathing pattern
metrics. As discussed above, the breathing pattern metrics
may include, among other things, a ratio between inspiration
and expiration durations (T,/T,), a respiration frequency
(=11 4T, +T +T,,)), and/or ratios that indicate each
phase of the respiration cycle compared to the total respi-
ration duration (1,*fz, T, *fp, T, *z, T, *z). As discussed
in detail below, the breathing patterns may be used to
calibrate a personalized emotion prediction model of the
user and/or predict an emotional state of the user.

[0026] The personalized emotion predictive model man-
ager 240 is configured to generate a personalized emotion
predictive model associated with the user of the wearable
device 102. It should be appreciated that the personalized
emotion prediction model is embodied as a mathematical
model or algorithm that takes breathing patterns and breath-
ing phase time periods extracted from breathing data as
inputs and produces a predicted emotional state of the user
of the wearable device 102. As discussed above, the breath-
ing pattern varies depending on the user of the wearable
device 102. As such, the personalized emotion predictive
model manager 240 is configured to generate a personalized
emotion prediction model that is specifically tailored to the
user of the wearable device 102. To generate and train the
personalized emotion prediction model in the illustrative
embodiment, several testing scents may be sequentially
exposed to the user to collect training breathing data for each
scent. In response, the personalized emotion predictive
model manager 240 is configured to receive an extracted
breathing pattern for each scent from the breathing pattern
extractor 232. Additionally, the personalized emotion pre-
dictive model manager 240 is configured to receive a
self-labeled class associated with each scent from the user.
For example, the user may provide a valence level (e.g.,
negative, neural, or positive) and/or an arousal level (e.g,,
low, medium, or high) associated with each scent. Based on
the breathing patterns and the user-specific class labeled
data, the personalized emotion predictive model manager
240 is configured to train the personalized emotion predic-
tion model using one or more machine learning algorithms
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to classify breathing patterns. The resulting personalized
emotion predictive model is stored in the personalized
emotion prediction model database 214 to be used by the
emotion predictor 250.

[0027] The emotion predictor 250, which may be embod-
ied as hardware, firmware, software, virtualized hardware,
emulated architecture, and/or a combination thereof as dis-
cussed above, is configured to predict an emotional state of
the user of the wearable device 102 using the personalized
emotion predictive model of the user. To do so, the emotion
predictor 250 includes the emotion classifier 252. The emo-
tion classifier 252 is configured to classify one or more
extracted breathing patterns using the personalized emotion
predictive model based on the breathing pattern metrics and
the breathing phase time periods (T, T,, T,, T,,). The
emotion predictor 250 is further configured to output a
predicted emotional state of the user of the wearable device
102. For example, the emotion predictor 250 outputs a
valence level (e.g., negative, neural, or positive) and/or an
arousal level (e.g., low, medium, or high) of the user of the
wearable device 102.

[0028] The network communicator 260, which may be
embodied as hardware, firmware, software, virtualized hard-
ware, emulated architecture, and/or a combination thereof as
discussed above, is configured to facilitate inbound and
outbound network communications to and from the wear-
able device 102, respectively. For example, in some embodi-
ments, the network communicator 260 may transmit breath-
ing data to the remote compute device 104 for a
determination of a predicted emotional state of the user and
may receive a predicted emotional state from the remote
compute device 104. In other embodiments, the network
communicator 260 may transmit a predicted emotional state
determined by the emotion predictor 250 to the remote
compute device 104. Accordingly, in some embodiments, at
least a portion of the functionality of the network commu-
nicator 260 may be performed by the communication cir-
cuitry 134.

[0029] Referring now to FIG. 3, in use, the wearable
device 102 may execute a method 300 for calibrating the
wearable device 102 to generate a personalized emotion
predictive model for a user of the wearable device 102. The
method 300 begins with block 302 in which the wearable
device 102 determines whether a training mode of the
wearable device 102 is activated. For example, the training
mode may be activated to create a personalized emotion
predictive model for a new user of the wearable device 102.
Alternatively, the training mode may be activated to update
an existing personalized emotion predictive model for an
existing user of the wearable device 102. If the wearable
device 102 determines that the training mode is not acti-
vated, the method 300 loops back to block 302 to continue
monitoring for an activation of the training mode of the
wearable device 102. If, however, the wearable device 102
determines that the training mode is activated, the method
300 advances to block 304.

[0030] During the training mode in block 304, the user of
the wearable device 102 is exposed to various testing scents.
For each testing scent, the wearable device 102 collects
training breathing data from the breathing sensors 130 as
indicated in block 306. Additionally, for each testing scent,
the wearable device 102 receives a corresponding self-
labeled class from the user via one or more input devices 132
in block 308. The self-labeled class indicates an emotional
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state of the user via the input device(s) 132. For example, in
the illustrative embodiment, the emotional state may include
a valence level (e.g., negative, neural, or positive) and an
arousal level (e.g., low, medium, or high). As such, the
wearable device 102 receives a self-labeled class indicative
of a valence level and an arousal level associated with each
scent from the user in blocks 310 and 312, respectively.

[0031] Inblock 314, the wearable device 102 analyzes the
training breathing data to determine a breathing pattern
associated with each testing scent. To do so, in block 316,
the wearable device 102 identifies the breathing phases
based on the training breathing data. As discussed above, the
breathing phases include inspiration (T,), inspiration pause
(T,,), expiration (T,), and expiration pause (T,) phases. For
each of the breathing phases, the wearable device 102
determines a corresponding breathing phase time period as
indicated in block 318.

[0032] In block 320, the wearable device 102 extracts a
breathing pattern based on one or more breathing pattern
metrics for each scent. As discussed further below, the
breathing pattern is one of feature vectors that is used to train
a machine learning model (i.e., a personalized emotion
predictive model). It should be appreciated that the breath-
ing pattern may include multiple values and may further
include other features extracted from the breathing data. For
example, the breathing pattern metrics may include a ratio
between inspiration and expiration durations (T,/T,), a res-
piration frequency (fz=1/(T+T,+T.+T,,)), and/or ratios
that indicate each phase of the respiration cycle compared to
the total respiration duration (T,*fz, T,*fz, T, *{z, T.,* ).
Typically, the breathing pattern varies depending on how the
user of the wearable device 102 perceives the corresponding
scent. As such, the breathing pattern may indicate whether a
scent is pleasant or unpleasant to the user of the wearable
device 102.

[0033] In block 322, the wearable device 102 generates a
user-specific class labeled data based on the extracted
breathing pattern and the self-labeled class associated with
each testing scent. In other words, the user-specific class
labeled data associates the user-labeled class with the cor-
responding breathing pattern.

[0034] In block 324, the wearable device 102 creates a
personalized emotion predictive model using the user-spe-
cific class labeled data. To do so, the personalized emotion
predictive model is trained using one or more machine
learning algorithms to classify breathing patterns based on
the user-specific class labeled data as indicated in block 326.
As such, the personalized emotion predictive model is
specifically tailored to the current user of the wearable
device 102. It should be appreciated that, in some embodi-
ments, the wearable device 102 may update and calibrate the
existing personalized emotion predictive model of the user
using more training breathing data.

[0035] As discussed above, in some embodiments, method
300 may be executed by the remote compute device 104 to
create a personalized emotion predictive model. To do so,
the training breathing data may be transmitted to a remote
compute device 104 via the network 106. In such embodi-
ments, the personalized emotion predictive model may be
stored at the remote compute device 104 for future analysis.
Alternatively, the personalized emotion predictive model
may be transmitted to the wearable device 102 for imple-
mentation for further analysis.
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[0036] Referring now to FIG. 4, in use, the wearable
device 102 may execute a method 400 for classifying
breathing patterns to predict an emotional state of a user of
the wearable device 102. The method 400 begins with block
402 in which the wearable device 102 collects breathing
data. As described above, the breathing data is collected
from one or more breathing sensors 130. While the training
breathing data was collected in response to an exposure of
a testing scent in block 304, in block 402, the breathing
sensor(s) 130 is configured to constantly or periodically
collect breathing data to continuously predict the emotional
state of the user. Subsequently, in block 404, the wearable
device 102 analyzes the breathing data to determine one or
more breathing patterns. To do so, the wearable device 102
identifies the breathing phases based on the breathing data as
indicated in block 406 and determine the breathing phase
time periods for the breathing phases in block 408. In block
410, based on the breathing phase time periods, the wearable
device 102 extracts breathing pattern based on one or more
breathing pattern metrics. For example, the device may
extract the breathing pattern similarly to the determination in
the calibration method, as described above in connection
with block 314. As discussed above, the breathing pattern
metrics may include, among other things, a ratio between
inspiration and expiration durations (T/T,), a respiration
frequency (f=1/(T#+T,+T +T,,)), and/or ratios that indi-
cate each phase of the respiration cycle compared to the total
respiration duration (T,*fz, T, *{z, T, *s, T, *p).

[0037] Based on the extracted breathing pattern, the wear-
able device 102 predicts an emotional state of the user of the
wearable device 102 using the personalized emotion predic-
tive model of the user as indicated in block 412. To do so,
in block 414, the wearable device 102 c¢lassifies one or more
extracted breathing patterns using the personalized emotion
predictive model based on the breathing pattern metrics and
the breathing phase time periods (T, T, T,, T,). As
described above in connection with HG. 3, the personalized
emotion predictive model has been trained to classify
extracted breathing patterns of the user. For example, in the
illustrative embodiment, the wearable device 102 may
retrieve the personalized emotion predictive model for the
user of the wearable device 102 from the personalized
emotion prediction model database 214 of the wearable
device 102, which is located locally on the wearable device
102. It should be appreciated that the personalized emotion
prediction model database 214 may be stored on the remote
compute device 104. In some embodiments where there is
no personalized emotion prediction model for the user of the
wearable device 102 (e.g., the wearable device 102 has not
been calibrated for the user), the personalized emotion
predictive model may be initialized using initial model
parameters locally stored in the wearable device 102. It
should be appreciated that the initial parameters stored on
the wearable device 102 may be generic models that have
been pre-trained and are valid for a wide range of users.
However, predicting an emotion of a user using a generic
model is not as accurate as predicting an emotion of a user
using a personalized emotion prediction model associated
with the user.

[0038] In block 416, the wearable device 102 outputs a
predicted emotional state of the user of the wearable device
102. For example, the wearable device 102 outputs a valence
level (e.g., negative, neural, or positive) and/or an arousal
level (e.g., low, medium, or high) of the user of the wearable
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device 102 as indicated in blocks 418 and 420, respectively.
After outputting the predicted emotional state, the method
400 may loop back to block 402 to continue collecting
breathing data.

[0039] Tt should be appreciated that, in some embodi-
ments, the wearable device 102 may be a part of a larger
affective computing system. For example, the emotional
state of the user of the wearable device 102 may be shared
with an external system (e.g., a virtual personal assistant
such as Alexa or Siri) to give that external system an
opportunity to intervene to positively change the emotional
state of the user. Such intelligent agents or external systems
may talk to the user and suggest activities to improve the
user’s mood. For example, if the user’s emotion emotional
state indicates that the user is in an undesirable state, such
as being highly aroused with negative valence, one or more
scents that have been determined to create positive emotions
for the user may be provided in real-time to change the
user’s emotion in a desired direction. Additionally, the
intelligent agents or external systems may further consider a
context of a user to determine a desired target emotion. For
example, for leisure time, the desired target emotion may be
positive valence and low arousal; whereas for concentrated
reading, the desired target emotion may be neutral or posi-
tive valence and medium arousal. The context of user may
also be used to determine why the user’s mood is in the
predicted emotional state to provide more relevant sugges-
tions to assist the user.

[0040] Referring now to FIG. 5, in the illustrative embodi-
ment, the wearable device 102 is embodied as smart eye-
glasses 500 and the breathing sensors 130 are embodied as
piezoelectric sensors 502. The smart eyeglasses 500 are
configured to collect breathing data via the breathing sensors
130. As shown in FIG. 5, the piezoelectric sensors 502 are
positioned proximate to the nose (e.g., a bridge of a nose) of
a user wearing the smart eyeglasses 500 to detect the
vibration of the nasal bridge as the user breathes in and out
of the user’s nose and/or mouth. The piezoelectric sensors
502 are configured to produce breathing data by converting
vibration into electrical signals. The breathing data is then
provided to the compute engine 120, illustratively, included
in a temple of the smart eyeglasses. It should be appreciated
that, in some embodiments, the breathing sensor(s) 130 may
be embodied as any type of sensor that can measure vibra-
tions at other portions of the user’s body (e.g., the user’s
temples, forehead, chest, or abdomen).

[0041] While examples of specific implementations (e.g.,
in eyeglasses) and/or technologies (e.g., piezoelectric sen-
sors) are illustrated herein, these examples are presented
merely to provide a readily comprehensible perspective
from which the more generalized devices, systems, methods,
etc. taught herein may be understood. Other applications,
configurations, technologies, etc. may result in implemen-
tations that remain consistent with the teachings presented
herein.

EXAMPLES

[0042] Illustrative examples of the technologies disclosed
herein are provided below. An embodiment of the technolo-
gies may include any one or more, and any combination of,
the examples described below.

[0043] Example 1 includes a wearable device for predict-
ing an emotional state of a user, the wearable device
comprising a breathing sensor to generate breathing data;
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one or more processors; and one or more memory devices
having stored therein a plurality of instructions that, when
executed, cause the wearable device to calibrate a person-
alized emotion predictive model associated with the user;
collect breathing data of the user of the wearable device;
analyze the breathing data to determine a breathing pattern;
predict, in response to an analysis of the breathing data, the
emotional state of the user using the personalized emotion
predictive model; and output the emotional state of the user.
[0044] Example 2 includes the subject matter of Example
1, and wherein to calibrate the emotion predictive model
comprises to collect training breathing data that corresponds
to a testing scent, analyze the training breathing data to
determine a breathing pattern associated with the testing
scent; receive a self-labeled class indicative of an emotional
state of the user in response to the testing scent; generate a
user-specific class labeled data based on the breathing pat-
tern and the self-labeled class; and create the personalized
emotion predictive model for the user.

[0045] Example 3 includes the subject matter of any of
Examples 1 and 2, and wherein to analyze the training
breathing data to determine the breathing pattern comprises
to identify breathing phases based on the training breathing
data; to determine a breathing phase time period for each of
the breathing phases; and to extract the breathing pattern
based on breathing pattern metrics.

[0046] Example 4 includes the subject matter of any of
Examples 1-3, and wherein the breathing pattern metrics
include a ratio between inspiration and expiration durations,
a respiration frequency, and/or ratios that indicate each
phase of the respiration cycle compared to the total respi-
ration duration.

[0047] Example 5 includes the subject matter of any of
Examples 1-4, and wherein to create the personalized emo-
tion predictive model for the user comprises to train the
personalized emotion predictive model using one or more
machine learning algorithms based on the user-specific class
labeled data.

[0048] Example 6 includes the subject matter of any of
Examples 1-5, and wherein the emotional state of the user
includes a valence level.

[0049] Example 7 includes the subject matter of any of
Examples 1-6, and wherein the emotional state of the user
includes an arousal level.

[0050] Example 8 includes the subject matter of any of
Examples 1-7, and wherein to analyze the breathing data to
determine the breathing pattern comprises to identify breath-
ing phases based on the breathing data; to determine a
breathing phase time period for each of the breathing phases;
and to extract breathing pattern based on breathing pattern
metrics.

[0051] Example 9 includes the subject matter of any of
Examples 1-8, and wherein the breathing pattern metrics
include a ratio between inspiration and expiration durations,
a respiration frequency, and/or ratios that indicate each
phase of the respiration cycle compared to the total respi-
ration duration.

[0052] Example 10 includes the subject matter of any of
Examples 1-9, and wherein to predict the emotional state of
the user using the personalized emotion predictive model
comprises to classify one or more breathing patterns using
the personalized emotion predictive model based on the
breathing pattern metrics and the breathing phase time
period for each of the breathing phases.
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[0053] Example 11 includes one or more machine-read-
able storage media comprising a plurality of instructions
stored thereon that, in response to being executed, cause a
wearable device to calibrate a personalized emotion predic-
tive model associated with the user; collect breathing data of
the user from a breathing sensor of the wearable device;
analyze the breathing data to determine a breathing pattern;
predict, in response to an analysis of the breathing data, the
emotional state of the user using the personalized emotion
predictive model; and output the emotional state of the user.
[0054] Example 12 includes the subject matter of Example
11, and wherein to calibrate the emotion predictive model
comprises to collect training breathing data that corresponds
to a testing scent, analyze the training breathing data to
determine a breathing pattern associated with the testing
scent; receive a self-labeled class indicative of an emotional
state of the user in response to the testing scent; generate a
user-specific class labeled data based on the breathing pat-
tern and the self-labeled class; and create the personalized
emotion predictive model for the user.

[0055] Example 13 includes the subject matter of any of
Examples 11 and 12, and wherein to analyze the training
breathing data to determine the breathing pattern comprises
to identify breathing phases based on the training breathing
data; to determine a breathing phase time period for each of
the breathing phases; and to extract the breathing pattern
based on breathing pattern metrics.

[0056] Example 14 includes the subject matter of any of
Examples 11-13, and wherein the breathing pattern metrics
include a ratio between inspiration and expiration durations,
a respiration frequency, and/or ratios that indicate each
phase of the respiration cycle compared to the total respi-
ration duration.

[0057] Example 15 includes the subject matter of any of
Examples 11-14, and wherein to create the personalized
emotion predictive model for the user comprises to train the
personalized emotion predictive model using one or more
machine learning algorithms based on the user-specific class
labeled data.

[0058] Example 16 includes the subject matter of any of
Examples 11-15, and wherein the emotional state of the user
includes a valence level.

[0059] Example 17 includes the subject matter of any of
Examples 11-16, and wherein the emotional state of the user
includes an arousal level.

[0060] Example 18 includes the subject matter of any of
Examples 11-17, and wherein to analyze the breathing data
to determine the breathing pattern comprises to identify
breathing phases based on the breathing data; to determine
a breathing phase time period for each of the breathing
phases; and to extract breathing pattern based on breathing
pattern metrics.

[0061] Example 19 includes the subject matter of any of
Examples 11-18, and wherein the breathing pattern metrics
include a ratio between inspiration and expiration durations,
a respiration frequency, and/or ratios that indicate each
phase of the respiration cycle compared to the total respi-
ration duration.

[0062] Example 20 includes the subject matter of any of
Examples 11-19, and wherein to predict the emotional state
of the user using the personalized emotion predictive model
comprises to classify one or more breathing patterns using
the personalized emotion predictive model based on the
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breathing pattern metrics and the breathing phase time
period for each of the breathing phases.

[0063] Example 21 includes a method for predicting an
emotional state of a user of a wearable device, the method
comprising calibrating, by the wearable device, a personal-
ized emotion predictive model associated with the user;
collecting, by the wearable device, breathing data of the user
from a breathing sensor of the wearable device; analyzing,
by the wearable device, the breathing data to determine a
breathing pattern; predicting, in response to an analysis of
the breathing data and by the wearable device, the emotional
state of the user using the personalized emotion predictive
model; and outputting, by the wearable device, the emo-
tional state of the user.

[0064] Example 22 includes the subject matter of Example
21, and wherein calibrating the emotion predictive model
comprises collecting, by the wearable device, training
breathing data that corresponds to a testing scent, analyzing,
by the wearable device, the training breathing data to
determine a breathing pattern associated with the testing
scent; receiving, by the wearable device, a self-labeled class
indicative of an emotional state of the user in response to the
testing scent; generating, by the wearable device, a user-
specific class labeled data based on the breathing pattern and
the self-labeled class; and creating, by the wearable device,
the personalized emotion predictive model for the user.
[0065] Example 23 includes the subject matter of any of
Examples 21 and 22, and wherein analyzing the training
breathing data to determine the breathing pattern comprises
identifying, by the wearable device, breathing phases based
on the training breathing data; determining a breathing phase
time period for each of the breathing phases; and extracting
the breathing pattern based on breathing pattern metrics; and
creating the personalized emotion predictive model for the
user comprises training, by the wearable device, the person-
alized emotion predictive model using one or more machine
learning algorithms based on the user-specific class labeled
data.

[0066] Example 24 includes the subject matter of any of
Examples 21-23, and wherein analyzing the breathing data
to determine the breathing pattern comprises identifying, by
the wearable device, breathing phases based on the breathing
data; determining a breathing phase time period for each of
the breathing phases; and extracting breathing pattern based
on breathing pattern metrics.

[0067] Example 25 includes the subject matter of any of
Examples 21-24, and wherein predicting the emotional state
of the user using the personalized emotion predictive model
comprises classifying, by the wearable device, one or more
breathing patterns using the personalized emotion predictive
model based on the breathing pattern metrics and the breath-
ing phase time period for each of the breathing phases.

1. A wearable device for predicting an emotional state of
a user, the wearable device comprising:
a breathing sensor to generate breathing data;
one or more processors; and
one or more memory devices having stored therein a
plurality of instructions that, when executed, cause the
wearable device to:
calibrate a personalized emotion predictive model asso-
ciated with the user;
collect breathing data of the user of the wearable
device;
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analyze the breathing data to determine a breathing
pattern;

predict, in response to an analysis of the breathing data,
the emotional state of the user using the personalized
emotion predictive model; and

output the emotional state of the user.

2. The wearable device of claim 1, wherein to calibrate the
emotion predictive model comprises to:

collect training breathing data that corresponds to a test-

ing scent,

analyze the training breathing data to determine a breath-

ing pattern associated with the testing scent;

receive a self-labeled class indicative of an emotional

state of the user in response to the testing scent;
generate a user-specific class labeled data based on the
breathing pattern and the self-labeled class; and
create the personalized emotion predictive model for the
user.

3. The wearable device of claim 2, wherein to analyze the
training breathing data to determine the breathing pattern
comprises to identify breathing phases based on the training
breathing data; to determine a breathing phase time period
for each of the breathing phases; and to extract the breathing
pattern based on breathing pattern metrics.

4. The wearable device of claim 3, wherein the breathing
pattern metrics include a ratio between inspiration and
expiration durations, a respiration frequency, and/or ratios
that indicate each phase of the respiration cycle compared to
the total respiration duration.

5. The wearable device of claim 2, wherein to create the
personalized emotion predictive model for the user com-
prises to train the personalized emotion predictive model
using one or more machine learning algorithms based on the
user-specific class labeled data.

6. The wearable device of claim 1, wherein the emotional
state of the user includes a valence level.

7. The wearable device of claim 1, wherein the emotional
state of the user includes an arousal level.

8. The wearable device of claim 1, wherein to analyze the
breathing data to determine the breathing pattern comprises
to identify breathing phases based on the breathing data; to
determine a breathing phase time period for each of the
breathing phases; and to extract breathing pattern based on
breathing pattern metrics.

9. The wearable device of claim 8, wherein the breathing
pattern metrics include a ratio between inspiration and
expiration durations, a respiration frequency, and/or ratios
that indicate each phase of the respiration cycle compared to
the total respiration duration.

10. The wearable device of claim 8, wherein to predict the
emotional state of the user using the personalized emotion
predictive model comprises to classify one or more breath-
ing patterns using the personalized emotion predictive
model based on the breathing pattern metrics and the breath-
ing phase time period for each of the breathing phases.

11. One or more machine-readable storage media com-
prising a plurality of instructions stored thereon that, in
response to being executed, cause a wearable device to:

calibrate a personalized emotion predictive model asso-

ciated with the user;

collect breathing data of the user from a breathing sensor

of the wearable device;

analyze the breathing data to determine a breathing pat-

tern;
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predict, in response to an analysis of the breathing data,
the emotional state of the user using the personalized
emotion predictive model; and

output the emotional state of the user.

12. The one or more machine-readable storage media of
claim 11, wherein to calibrate the emotion predictive model
comprises to:

collect training breathing data that corresponds to a test-

ing scent,

analyze the training breathing data to determine a breath-

ing pattern associated with the testing scent;

receive a self-labeled class indicative of an emotional

state of the user in response to the testing scent;
generate a user-specific class labeled data based on the
breathing pattern and the self-labeled class; and
create the personalized emotion predictive model for the
user.

13. The one or more machine-readable storage media of
claim 12, wherein to analyze the training breathing data to
determine the breathing pattern comprises to identify breath-
ing phases based on the training breathing data; to determine
a breathing phase time period for each of the breathing
phases; and to extract the breathing pattern based on breath-
ing pattern metrics.

14. The one or more machine-readable storage media of
claim 13, wherein the breathing pattern metrics include a
ratio between inspiration and expiration durations, a respi-
ration frequency, and/or ratios that indicate each phase of the
respiration cycle compared to the total respiration duration.

15. The one or more machine-readable storage media of
claim 12, wherein to create the personalized emotion pre-
dictive model for the user comprises to train the personal-
ized emotion predictive model using one or more machine
learning algorithms based on the user-specific class labeled
data.

16. The one or more machine-readable storage media of
claim 11, wherein the emotional state of the user includes a
valence level.

17. The one or more machine-readable storage media of
claim 11, wherein the emotional state of the user includes an
arousal level.

18. The one or more machine-readable storage media of
claim 11, wherein to analyze the breathing data to determine
the breathing pattern comprises to identify breathing phases
based on the breathing data; to determine a breathing phase
time period for each of the breathing phases; and to extract
breathing pattern based on breathing pattern metrics.

19. The one or more machine-readable storage media of
claim 18, wherein the breathing pattern metrics include a
ratio between inspiration and expiration durations, a respi-
ration frequency, and/or ratios that indicate each phase of the
respiration cycle compared to the total respiration duration.

20. The one or more machine-readable storage media of
claim 18, wherein to predict the emotional state of the user
using the personalized emotion predictive model comprises
to classify one or more breathing patterns using the person-
alized emotion predictive model based on the breathing
pattern metrics and the breathing phase time period for each
of the breathing phases.
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21. A method for predicting an emotional state of a user
of a wearable device, the method comprising:

calibrating, by the wearable device, a personalized emo-
tion predictive model associated with the user;

collecting, by the wearable device, breathing data of the
user from a breathing sensor of the wearable device;

analyzing, by the wearable device, the breathing data to
determine a breathing pattern;

predicting, in response to an analysis of the breathing data
and by the wearable device, the emotional state of the
user using the personalized emotion predictive model;
and

outputting, by the wearable device, the emotional state of
the user.

22. The method of claim 21, wherein calibrating the

emotion predictive model comprises:

collecting, by the wearable device, training breathing data
that corresponds to a testing scent,

analyzing, by the wearable device, the training breathing
data to determine a breathing pattern associated with
the testing scent;

receiving, by the wearable device, a self-labeled class
indicative of an emotional state of the user in response
to the testing scent;

generating, by the wearable device, a user-specific class
labeled data based on the breathing pattern and the
self-labeled class; and

creating, by the wearable device, the personalized emo-
tion predictive model for the user.

23. The method of claim 22, wherein:

analyzing the training breathing data to determine the
breathing pattern comprises identifying, by the wear-
able device, breathing phases based on the training
breathing data; determining a breathing phase time
period for each of the breathing phases; and extracting
the breathing pattern based on breathing pattern met-
rics; and

creating the personalized emotion predictive model for
the user comprises training, by the wearable device, the
personalized emotion predictive model using one or
more machine learning algorithms based on the user-
specific class labeled data.

24. The method of claim 21, wherein analyzing the
breathing data to determine the breathing pattern comprises
identifying, by the wearable device, breathing phases based
on the breathing data; determining a breathing phase time
period for each of the breathing phases; and extracting
breathing pattern based on breathing pattern metrics.

25. The method of claim 24, wherein predicting the
emotional state of the user using the personalized emotion
predictive model comprises classifying, by the wearable
device, one or more breathing patterns using the personal-
ized emotion predictive model based on the breathing pat-
tern metrics and the breathing phase time period for each of
the breathing phases.
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