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(57) ABSTRACT

Systems, methods, and computer program products are
disclosed that may be used for photoplethysmogram data
analysis and presentation. For example, photoplethysmo-
gram (PPG) signal data is received as communicated by a
PPG sensor of a wearable device worn by a user. A heartbeat
interval may be determined from at least the PPG signal
data. Also, an electrocardiogram (ECG)-type waveform
spanning the heartbeat interval may be generated at a
graphical interface.
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PHOTOPLETHYSMOGRAM DATA
ANALYSIS AND PRESENTATION

RELATED APPLICATION(S)

[0001] This application claims priority to and the benefit
of U.S. Patent Application No. 62/649,533, filed Mar. 28,
2018, titled “Systems and Methods For Photoplethysmo-
gram Data Analysis and Presentation,” which is hereby
incorporated by reference.

DESCRIPTION OF THE RELATED ART

[0002] Electrical and physiological characteristics of the
human heart can be measured using, for example, sensors
such as electrocardiogram (ECG) sensors or photoplethys-
mograph (PPG) sensors. Signals from such sensors may then
be analyzed to determine useful and informative health
states of a patient, such as heart rates, particular heart
rhythms, and the like.

SUMMARY

[0003] Systems, methods, and computer program products
are disclosed that may be used for photoplethysmogram data
analysis and presentation. For example, photoplethysmo-
gram (PPG) signal data is received as communicated by a
PPG sensor of a wearable device worn by a user. A heartbeat
interval may be determined from at least the PPG signal
data. Also, an electrocardiogram (ECG)-type waveform
spanning the heartbeat interval may be generated at a
graphical interface.

[0004] In some implementations, the ECG-type waveform
includes a PQRST waveform that includes features repre-
senting electrical activity in a heart. Based on at least the
PPG signal data, it can be detected whether an atrial fibril-
lation rhythm is represented in the PPG signal data. Also, a
P-wave displayed within the ECG-type waveform can be
suppressed when the atrial fibrillation rhythm is detected. In
some implementations, based on at least the PPG signal
data, it can be detected whether an atrial fibrillation rhythm
is represented in the PPG signal data. A P-wave can be
displayed as part of the ECG-type waveform when an atrial
fibrillation rhythm is not detected.

[0005] In some implementations, a first heartbeat interval
can be calculated based at least on the PPG signal data. A
second heartbeat interval, the second heartbeat interval
occurring after the first heartbeat interval can be calculated
based at least on the PPG signal data. A graphical interface
can generate a scatter plot depicting a variation of heartbeat
intervals, the scatter plot including a graphical element at a
location determined at least by the first heartbeat interval
and the second heartbeat interval. In some implementations,
the graphical interface can display both the ECG-type wave-
form and the scatter plot.

[0006] Implementations of the current subject matter can
include, but are not limited to, methods consistent with the
descriptions provided herein as well as articles that comprise
a tangibly embodied machine-readable medium operable to
cause one or more machines (e.g., computers, etc.) to result
in operations implementing one or more of the described
features. Similarly, computer systems are also contemplated
that may include one or more processors and one or more
memories coupled to the one or more processors. A memory,
which can include a computer-readable storage medium,
may include, encode, store, or the like, one or more pro-
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grams that cause one or more processors to perform one or
more of the operations described herein. Computer imple-
mented methods consistent with one or more implementa-
tions of the current subject matter can be implemented by
one or more data processors residing in a single computing
system or across multiple computing systems. Such multiple
computing systems can be connected and can exchange data
and/or commands or other instructions or the like via one or
more connections, including but not limited to a connection
over a network (e.g., the internet, a wireless wide area
network, a local area network, a wide area network, a wired
network, or the like), via a direct connection between one or
more of the multiple computing systems, etc.

[0007] The details of one or more variations of the subject
matter described herein are set forth in the accompanying
drawings and the description below. Other features and
advantages of the subject matter described herein will be
apparent from the description and drawings, and from the
claims. While certain features of the currently disclosed
subject matter are described for illustrative purposes in
relation to particular implementations, it should be readily
understood that such features are not intended to be limiting.
The claims that follow this disclosure are intended to define
the scope of the protected subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The accompanying drawings, which are incorpo-
rated in and constitute a part of this specification, show
certain aspects of the subject matter disclosed herein and,
together with the description, help explain some of the
principles associated with the disclosed implementations.
[0009] FIG. 1 illustrates an exemplary system that can
provide for the monitoring of user health characteristics and
provide health-related guidance in accordance with certain
aspects of the present disclosure.

[0010] FIG. 2 illustrates an implementation of a user
wearable device in accordance with certain aspects of the
present disclosure.

[0011] FIG. 3 illustrates an implementation of a commu-
nication device in accordance with certain aspects of the
present disclosure.

[0012] FIG. 4 illustrates an implementation of a server in
accordance with certain aspects of the present disclosure.
[0013] FIG. 5 illustrates an exemplary PPG-signal and
corresponding PPG-signal gradient in accordance with cer-
tain aspects of the present disclosure.

[0014] FIG. 6 illustrates an exemplary implementation of
a heartbeat determination method in accordance with certain
aspects of the present disclosure.

[0015] FIG. 7 is a diagram illustrating an exemplary
process for determining the presence of atrial fibrillation in
accordance with certain aspects of the present disclosure.
[0016] FIG. 8 is a diagram illustrating an exemplary
scatter plot representative of a normal heart rhythm in
accordance with certain aspects of the present disclosure.
[0017] FIG. 9 is a diagram illustrating an exemplary
moving window used in the generation of a scatter plot in
accordance with certain aspects of the present disclosure.
[0018] FIG. 10 is a diagram illustrating an exemplary
method for determination of an occupancy metric from a
scatter plot representative of an irregular heart rhythm in
accordance with certain aspects of the present disclosure.
[0019] FIG. 11 is a diagram illustrating an exemplary
method for determination of a distance metric from a scatter
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plot representative of an irregular heart rhythm in accor-
dance with certain aspects of the present disclosure.
[0020] FIG. 12 is a diagram illustrating an exemplary
method for determination of an interval variability metric
from heartbeat interval data in accordance with certain
aspects of the present disclosure.

[0021] FIG. 13 is a diagram illustrating an exemplary
method for determination of a three-dimensional space and
discrimination planes for determining a heart rhythm type in
accordance with certain aspects of the present disclosure.
[0022] FIG. 14 is a diagram illustrating an exemplary
decision tree for determining a heart rhythm type in accor-
dance with certain aspects of the present disclosure.
[0023] FIG. 15 is a diagram illustrating an exemplary
patient dashboard in accordance with certain aspects of the
present disclosure.

[0024] FIG. 16 is a diagram illustrating an exemplary
viewer in accordance with certain aspects of the present
disclosure.

[0025] FIG. 17 is a diagram illustrating an exemplary
viewer including an expanded plot with a waveform having
ECG-type characteristics in accordance with certain aspects
of the present disclosure.

[0026] FIG. 18 is a diagram illustrating an exemplary
viewer including an expanded plot with a waveform having
ECG-type characteristics and a suppressed P-wave in accor-
dance with certain aspects of the present disclosure.
[0027] FIG. 19 is a diagram illustrating an exemplary
viewer including a scatter plot of points representing heart-
beat interval changes in accordance with certain aspects of
the present disclosure.

[0028] FIG. 20 is a diagram illustrating an exemplary
method of generating an ECG-type waveform in accordance
with certain aspects of the present disclosure.

DETAILED DESCRIPTION

[0029] The subject matter described herein relates sys-
tems, methods and software for monitoring the heath of a
user and providing the user with health guidance.

[0030] FIG. 1illustrates an exemplary system 100 that can
provide for the monitoring of health characteristics of a user
(for example, a human patient, or other living organism) and
can provide health guidance to the user based on the health
characteristics monitoring.

[0031] In some implementations, the exemplary system
100 depicted in FIG. 1 may include elements such as user
wearable device(s) 108 (e.g., a smart watch), communica-
tion devices 102, 104, and 106 (e.g., a mobile phone or PC),
user monitoring devices 110 and 112 (e.g., a separate smart
scale or blood glucose monitor), data analysis device(s) 114,
server(s) 116 (e.g., including processor(s) 117 and database
(s) 118), and network(s) 120. The server(s) 116 and devices
illustrated in FIG. 1 may include communication lines or
ports to enable the exchange of information within a net-
work (e.g., network 120), or within other computing plat-
forms via wired or wireless techniques (e.g., Ethernet, fiber
optics, coaxial cable, WiF1i, Bluetooth, near field communi-
cation, or other technologies).

[0032] It should be noted that, while one or more opera-
tions are described herein as being performed by particular
components of system 100, those operations may, in some
embodiments, be performed by other components of system
100. As an example, while one or more operations are
described herein as being performed by components of data
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analysis device(s) 114, those operations may, in other
embodiments, be performed by components of the user
wearable device(s) 108, by components of the communica-
tions devices 102, 104, and 106, and/or by other components
of system 100.

[0033] The user wearable device(s) 108 may be a smart
watch (for example, Samsung’s Gear, the Apple Watch,
etc.), or any other device that a user can wear. A user
wearable device 108 may include one or more sensors that
are integrated within the device. For example, a user wear-
able device 108 that is a smart watch may include motion
sensors (for example, accelerometers), bio-impedance sen-
sors, ECG sensors, ballistocardiogram sensors, acoustic
sensors (for example, ultrasound), photo plethysmograph
(PPG) sensors that use light-based technology to sense a rate
of blood flow, and other sensors. Wearable device 108 may
also be considered herein to include sensors that are worn on
a user’s body but not integrated within the main wearable
portion (for example, an ECG sensor worn on a user’s chest
that is not integrated with a smart watch, but which never-
theless communicates with the smart watch).

[0034] FIG. 2 illustrates wearable device 108, including
processing circuitry 202, sensor(s) 204, wearable user inter-
face 206, wearable device application 208, and memory 210.
As noted, sensor(s) 204 may include multiple sensors inte-
grated with the main wearable portion of the device and/or
sensors located elsewhere on the user’s body. The wearable
device application 208, and signals from sensor(s) 204, may
be stored in memory 210.

[0035] A user may interact with wearable user interface
206, for example, to enter data such as age, height, weight
and gender, or to view measured or calculated metrics such
as heart rate, pulse rate variability, stress level, breathing
guidance, and the like.

[0036] Wearable device application 208 may run on pro-
cessing circuitry 202 and perform such operations as receiv-
ing signals from sensor(s) 204, calculating various health
characteristics, outputting the display of information, pro-
viding health guidance to the user, etc.

[0037] Wearable device 108 may undergo certain configu-
rations during a calibration period. For example, a user may
wear device 108 for a 24-hour calibration period upon first
use to allow for the collection of user information from
sensor(s) 204. For example, the collection of characteristics
such as pulse rate or respiration rate over a period of time
may facilitate device calibration and provide user informa-
tion helpful in the future analysis of signals and the provi-
sion of health guidance to the user. In some beneficial
implementations, the calibration may be performed while
the user is wearing a single lead ECG or other sensor(s) for
reference purposes.

[0038] Communication devices 102, 104, and 106 may
include any type of mobile or fixed device, for example, a
desktop computer, a notebook computer, a smartphone, a
tablet, or other communication device. Users may, for
instance, utilize one or more communication devices 102,
104, and 106 to interact with one another, with one or more
wearable devices, one or more servers, or other components
of system 100.

[0039] FIG. 3 illustrates some components of an exem-
plary communication device 104, including processing cir-
cuitry 302, memory 304, user interface 306, and communi-
cation device application 308. The processing circuitry 302,
memory 304, and user interface 306 function similarly to the
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processing circuitry 202, memory 210, and user interface
206, respectively, in FIG. 2, although the application and
user interface of a communication device will commonly
have greater functionality than that of a wearable device.
[0040] In some implementations, communication device
application 308 may be a mobile application (for example,
a smartphone application), or a web application. The com-
munication device application 308, in some implementa-
tions, can communicate with the user wearable device
application 208 via Bluetooth (or any other method of wired
or wireless communication) and/or may transmit measure-
ments for archival and post-processing to a cloud-based
database (for example, database(s) 118). The communica-
tion device application 308 may aggregate data from the
other sensors (for example, from user monitoring devices
110 and 112), perform pre-transmission processing locally,
and transmit data for further processing or viewing.

[0041] In some implementations, user monitoring devices
110 and 112 may include a blood pressure monitoring device
(for example, a blood pressure cuff), a weight monitoring
device (for example, a scale), a blood glucose monitoring
device, etc. User monitoring devices 110 and 112 may
measure health states of the user different from the health
states measured by user wearable device(s) 108.

[0042] The health monitoring and guidance systems and
methods detailed herein typically utilize signals coming
from one or more sensors that may be in contact with a
user’s body and that are sensing information relevant to the
user. Sensors can be integrated with a wearable device,
communicating with a wearable device, or can instead be
separate from a wearable device and communicating with
system 100 through other components.

[0043] As discussed further herein, system 100 can
include components and methods for acquiring particular
signals, for processing such signals (e.g., noise reduction),
and for modifying signal acquisition methods. Each of these
activities may be performed by any of the components of
system 100.

[0044] In one implementation, a user wearable device 108
may capture an optical signal (for example, a pulse signal)
from optical sensor(s) utilizing green and/or an infrared
wavelengths. Wearable device 108 may also capture a
motion signal that could be used to assess noise or interfer-
ence resulting from motion of a user wearing device 108 or
to assess other parameters relevant to health analysis and
guidance.

[0045] Insome implementations, the optical signal and the
motion signal can be buffered within a memory (for
example, memory 210 in FIG. 2) of the user wearable
device(s) 108 for a predetermined time period, and the
optical signal and the motion signal can then be provided to
other processors for the processing of these signals (for
example, processing circuitry 302 of communication device
104 in FIG. 3 or the circuitry of data analysis device(s) 114).
As such, power consumption of the user wearable device(s)
108 may be conserved or optimized. Alternatively, in some
implementations, processing circuitry 202 of a user wear-
able device 108 may be used for processing of the optical
pulse signal and the motion signal captured by the user
wearable device 108.

[0046] Signal collection or acquisition from an optical
sensor at a 12-50 Hz sampling frequency may be used,
especially in optimal conditions such as the general absence
of user motion combined with low-levels of perfusion and
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low ambient light interference. Various conditions can affect
the sampling rate considered optimal, but one of the most
impactful conditions is the motion of a user wearing the
device 108.

[0047] Signal processing challenges caused by user
motion may be overcome by adjusting various parameters
relating to signal acquisition. For example, optical sensor
performance can be adjusted when activity 1s detected by a
motion sensor (e.g., a three-axis accelerometer). In some
implementations, if motion above a specific threshold is
detected, any or all of the following acquisition parameters
of an optical sensor can be adjusted to overcome the level of
noise and to improve the accuracy of health characteristic
determination: (i) sampling frequency, (i) LED power,
and/or (iii) pulses per sample. Conversely, in some imple-
mentations, if motion below a specific threshold is detected,
then each of these acquisition parameters may be adjusted to
maintain a specific level of performance and measurement
precision, while also conserving power.

[0048] In the general absence of user motion, a sampling
frequency of approximately 20 Hz may be appropriate but,
in more challenging environments, sampling can be
increased to 100 or 200 Hz or, if necessary, up to 1000 Hz
or more to ensure that signals are received that are useful for
the analysis of user health characteristics. The use of other
sampling frequencies is also contemplated.

[0049] Various health characteristics of a user may be
determined utilizing signals from the sensors discussed
herein. As one example, sensors associated with a user
wearable device, such as ae watch, may be utilized to
determine a user’s heart rate, pulse rate variability (PRV) or
heart rate variability (HRV). Heart rate is typically described
as the number of heart beats per minute, while HRV and
PRV both refer to the variability of the time intervals
between beats. HRV typically refers to variability measure-
ments based on electrocardiography and can be derived from
R-R intervals in the standard PQRS waveform. An HRV
determination may utilize an ECG sensor on a user that may
communicate with wearable device 108. PRV, on the other
hand, typically refers to variability determinations based on
sensors placed proximal to peripheral arteries, such as
optical sensor(s) on a user’s wrist that provide a peripheral
pulse waveform absent of the morphology information seen
in an ECG signal.

[0050] User health characteristics may be determined
through signal analysis performed on user wearable device
108 or other components of system 100 such as communi-
cation device 102 or data analysis device 114, or the analysis
may be performed on more than one component of system
100.

[0051] In some implementations, the received sensor sig-
nal can be an ECG signal, and the time at which each
heartbeat has occurred can be determined, for example, from
each R spike in the ECG waveform. Alternatively, the time
at which each heartbeat has occurred may be determined
from a PPG-signal. In one exemplary implementation, heart-
beat times from a PPG-signal may be determined utilizing
maximum points of a PPG gradient plot (see, e.g., FIG. 5).
Improved resolution for such determinations may be
obtained through a variety of methods, for example, spline
interpolation, which is further discussed in detail below.
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[0052] After received signals are analyzed, and precise
heartbeat times have been determined (for example, over a
sample time of 10 seconds), a heart rate in beats per minute
can be determined.

[0053] Referring now to FIG. 4 in conjunction with FIG.
1, FIG. 4 illustrates an exemplary implementation of server
116 of FIG. 1. As shown in FIG. 4, server 116 includes
processors 117, database 118, software code 419, prepro-
cessing module 420, decomposition module 422, and heart
rate detection module 424. As further shown in FIG. 4,
server 116 may be configured to receive PPG-signal 428 and
transmit heart rate 430 through network 120 to any of the
components of system 100. As noted above, the concepts
described herein may be implemented on server 116, wear-
able device 108, communication device 106, other elements
of system 100, or combinations thereof.

[0054] In other exemplary implementations, module com-
ponents of server 117 (modules 420, 422, 424) may be
implemented in hardware (including, for example, FPGAs
and ASICs), firmware, software, and/or combinations
thereof. As used herein, the term “module” is not meant as
limiting to a specific physical form. Based on the particular
application, modules can be implemented as firmware, soft-
ware, hardware, and/or combinations of these. In an exem-
plary implementation, the modules may be implemented as
dedicated circuitry (e.g., part of an ASIC). Doing so
achieves lower power consumption with increased speed. In
another exemplary implementation, the modules may be
implemented as software, which runs on digital signal
processors and/or general-purpose processors. Various com-
binations may be implemented. Furthermore, different mod-
ules can share common components or be implemented by
the same components. There may or may not be a clear
boundary between each module component. Finally, the
methods described herein do not necessarily need to be
implemented by modules at all. The modular structures
described herein are provided simply as potential implemen-
tations and examples to facilitate the description.

[0055] Depending on the form of the modules, the “com-
munication” between modules may also take different
forms. Dedicated circuitry can be coupled to each other by
hardwiring or by accessing a common register or memory
location, for example. Software “communication” can occur
by any number of ways to pass information between mod-
ules (or between software and hardware, if that is the case).
The term “in communication” is meant to include all of these
and is not meant to be limited to a hardwired permanent
connection between two components. In addition, there may
be intervening elements. For example, when two elements
are described as being “in communication”, this does not
imply that the elements are directly coupled to each other
nor does it preclude the use of other elements between the
two.

[0056] In an exemplary implementation, server 116 may
be configured for receiving, by processors 417, photopl-
ethysmographic (PPG) signal 428 communicated by a PPG
sensor of wearable device 108 worn by a subject. Server 116
may also be configured for processing at least a portion of
PPG-signal 428 through frequency band filters to create
band outputs corresponding to heartbeat interval ranges.
Sever 116 may be further configured for utilizing an indi-
cated band output among the band outputs to determine a
first heartbeat and a second heartbeat. In addition, server 116
may be configured for determining heart rate 430 based on
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at least the first heartbeat and the second heartbeat and
causing heart rate 430 to be transmitted to at least wearable
device 108.

[0057] In an exemplary implementation, after receiving
PPG-signal 428, processor 117 may be configured to execute
software code 419 in order to detect the presence of noise in
PPG-signal 428 and carry out the exemplary implementa-
tions described herein. PPG-signal 428 may include a raw
signal that may or may not have noise and artifact. By
detecting the presence of noise in PPG-signal 428, redun-
dant or unnecessary noise-removal operations may be
avoided, thereby achieving faster, more efficient heart rate
determinations.

[0058] In an exemplary implementation, detecting the
presence of noise and artifact may include determining an
input instantaneous-amplitude estimate of PPG-signal 428
and forming a time-smoothed version of PPG-signal 428.
The instantaneous-peak-amplitude of the dominant compo-
nent of PPG-signal 428 tends to be stable from heartbeat-
to-heartbeat when the signal is free of noise. However, in the
presence of noise, the instantaneous amplitude tends to
fluctuate significantly. Accordingly, large deviations of the
time-smoothed version of PPG-signal 428 may correspond
to bursts of noise in PPG-signal 428.

[0059] In an exemplary implementation, processor 117
may be configured to detect large instantaneous amplitude
deviations of the time-smoothed version of PPG-signal 428.
When such instantaneous amplitude deviations exceed a
predetermined amount, processor 117 may be configured to
determine that noise and artifact are present in PPG-Signal
428.

[0060] In another exemplary implementation, when
instantaneous amplitude deviations of the time-smoothed
PPG-signal 428 are less than a predetermined amount,
processor 117 may be configured to determine that noise and
artifact are not present in PPG-Signal 428. When PPG-signal
428 is deemed to be free of noise, an exemplary implemen-
tation may include not performing preprocessing of PPG-
signal 428 for noise removal, as discussed further below.

[0061] In yet another exemplary implementation, the
instantaneous amplitude of PPG-Signal 428 is compared to
a moving average of the instantaneous amplitude. For
example, a moving average over 30 seconds of PPG-signal
428. If the instantaneous amplitude is greater than the
moving average by predetermined multiplicative factor, the
portion of PPG-signal 428 is flagged for noise. In one
exemplary implementation the predetermined multiplicative
factor can be a factor of 1.5. In other exemplary implemen-
tations, the predetermined multiplicative factor may be
greater than 1.5 and/or less than 2.

[0062] In one exemplary implementation, upon detected
large instantaneous amplitude deviations as discussed
above, in order to ensure complete coverage of a noisy
portion of PPG-signal 428, preprocessing module 420 may
be configured to extend the duration of PPG-signal 428 that
has been flagged for noise.

[0063] While utilizing the time-smoothed version of PPG-
signal 428 for determining instantaneous amplitude devia-
tions of PPG-signal 428 is especially well suited for detect-
ing the presence of noise, other methods of determining the
presence of noise in PPG-signal 428 may be utilized without
diverting from the scope and spirit of the exemplary imple-
mentations described herein.
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[0064] After processing PPG-signal 428 for noise detec-
tion as described above, server 116, via preprocessing mod-
ule 420, may be configured to perform pre-processing of
PPG-signal 428.

[0065] In an exemplary implementation, preprocessing
module 420 may be configured to receive PPG-signal 428
and perform preprocessing of PPG-signal 428. In one exem-
plary implementation, preprocessing of PPG-signal 428 may
include removing high-frequency noise and low-frequency
artifact. Preprocessing may also include removing gross end
effects including noise pedestal, baseline wander, and DC
offset in PPG-signal 428.

[0066] In one exemplary implementation, processing
PPG-signal 428 by preprocessing module 420 may include
first removing gross end effects due to large slowly time-
varying DC noise pedestal inherent in PPG-signal 428. This
may be achieved by implementing basic straight-line de-
trending techniques. Basic straight-line de-trending may
function to mitigate end effects of PPG-signal 428 due to
large DC offset occurring at the ends of raw input signals,
i.e., occurring at the ends of a portion of PPG-signal 428.

[0067] In one exemplary implementation, removing gross
end effect may further include removing pedestal at each end
of at least a portion of the PPG-signal 428. In an exemplary
implementation, pedestal at each end of at least a portion of
PPG-signal 428 may be estimated by taking the mean of
PPG-signal 428 signal vector over nominally 2 seconds from
each end. A trend-line may then be implemented from the
first sample time to the end sample time of PPG-signal 428.
The trend-line thus passes through the mean values corre-
sponding to the first sample time and the end sample time.
Subtracting the values resulting from this trend-line com-
putation from the raw input signal, i.e., PPG-signal 428,
results in the de-trended output signal, i.e., a filtered PPG-
signal 428.

[0068] In an exemplary implementation, removing large
artifacts may include implementing high-pass and low-pass
filtering to suppress large artifacts. High-pass and low-pass
filtering may include implementing cascaded low-pass and
high-pass filters to suppress high and low frequency arti-
facts, respectively. In another exemplary implementation,
the high-pass filter may be implemented by subtracting the
delay centered output of an internal low-pass filter from the
input of the low-pass filter.

[0069] In an exemplary implementation, preprocessing
filtering may be implemented utilizing linear-phase filters in
order to preserve the primary morphological features of the
underlying PPG-signal 428 and to align time delays from
input to output at all frequencies. In another exemplary
implementation, preprocessing filtering may include utiliz-
ing cascades of boxcar filters. In one exemplary implemen-
tation, preprocessing PPG-signal 428 may include utilizing
a bandpass filter with corner frequencies at band pass high
0.5 hertz and bandpass low 10 hertz.

[0070] In another exemplary implementation, PPG-signal
428 may undergo further input processing to remove large
artifacts existing outside the desired bandwidths of PPG-
signal 428. In yet another exemplary implementation, other
filter protocols for removing noise and artifact may utilized,
e.g., blind source separation utilizing independent compo-
nent analysis for uncovering independent source signal
components and deducing linear mixtures of underlying
sources. Other noise removing filtering processes may be
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implemented without diverting from the scope and spirit of
the present implementations described herein, and have been
fully contemplated.

[0071] In one exemplary implementation, in order to
remove intrinsic latency delay associated with preprocessing
PPG-signal 428, the output signal of preprocessing module
420, i.e., filtered PPG-signal 428, may be the same length as
the input signal, i.e., raw PPG-signal 428, and aligned in
time as well. In another exemplary implementation, the
output signal may not be the same length as the input signal
the filtered PPG-signal may not be time aligned. While the
preprocessing methods described above are especially well
suited for implementing the exemplary implementations
described herein, other methods of separating time-series
signals into composite sub-components using a signal ref-
erence may be implemented without diverting from the
scope and spirit of the present implementations, and have
been fully contemplated herein.

[0072] As used herein, the filtered PPG-signal 428 may be
referred to as simply PPG-signal 428. Any reference to
filtered PPG-signal 428 or simply PPG-signal 428 may thus
refer to a filtered or non-filtered PPG-signal and should not
be construed as limiting the PPG-signal 428 to a particular
implementation.

[0073] In an exemplary implementation, after performing
the preprocessing of PPG-signal 428, preprocessing module
420 may be configured to communicate filtered PPG-signal
428 to decomposition module 422. Decomposition module
422 may then perform operations on the filtered PPG-signal
428 in preparation for detecting heartbeats and determining
heart rate. Decomposition module 422 may be configured to
decompose PPG-signal 428. Decomposition may be imple-
mented in linear-phase to preserve morphology characteris-
tics of PPG-signal 428. Decomposing PPG-signal 428 may
also include separating PPG-signal 428 into a series of
sub-signals that in aggregate substantially comprise PPG-
signal 428 (substantially meaning the difference may be
negligible). Accordingly, decomposition module 422 may be
utilized for decomposing PPG-signal 428 by separating,
from PPG-signal 428, a set of PPG sub-signals.

[0074] Decomposing PPG-signal 428 may include pro-
cessing at least a portion of PPG-signal 428 through fre-
quency band filters. In one exemplary implementation, the
frequency bands filters may correspond to bandwidth ranges
of 0.55-1.37 hertz, 0.78-2.33 hertz, and 1.26-4.25 hertz,
respectively. In another exemplary implementation, the fre-
quency band filters are designed to be less than one octave
wide. Stated another way, the bandwidth of the frequency
band filters are chosen to prevent inclusion of two or more
successive harmonics of the PPG-signal. In this manner,
only the first harmonic of input signals substantially appears
at the output for locally periodic input signals within the
frequency band range. Consequently, at the time surround-
ing each heartbeat, the frequency band filter having a
passband (i.e., bandwidth range) that covers the local fun-
damental pulse rate will be excited by the greatest amount,
and therefore, will exhibit the greatest amplitude at the
output.

[0075] In addition to having the largest amplitude, the
largest amplitude output band of the frequency band filters
will also exhibit the greatest purity of the local sinusoid
since only the fundamental harmonic appears at the output
of the frequency band filters. Accordingly. the frequency
band output having the largest amplitude corresponds to the
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fundamental frequency of the input signal (i.e., the main
component of the input signal).

[0076] In an exemplary implementation, frequency band
filters may include a wavelet bank utilizing successively
increasing semi-dyadic cascade of low-pass/high-pass sepa-
rations. In another exemplary implementation, decomposi-
tion module 422 may be configured for decomposing PPG-
signal 428 through the wavelet bank and producing an
output. Wavelet bank outputs (i.e., frequency band outputs),
may be delay-aligned and centered in time upon the input
signal, PPG-signal 428. In this manner, the intrinsic delay
due to latency associated with the wavelet bank may be
removed in order to ensure accurate heart rate determina-
tions. Accordingly, processing at least a portion of PPG-
signal 428 through frequency band filters may include
creating band outputs.

[0077] In one exemplary implementation, decomposing
PPG-signal 428 may include processing PPG-signal 428
through frequency band filters to create band outputs cor-
responding to a plurality of heartbeat interval ranges. Heart-
beat interval ranges may correspond to frequency ranges
associated with expected heart rates of the subject. For
example, heartbeat interval ranges may correspond to a
normal range, a tachycardia range, and a bradycardia range.
In other implementations, the heartbeat interval ranges may
correspond to different ranges that may be useful in sepa-
rating PPG-signal 428 into frequency ranges corresponding
to likely heart rate ranges of the user.

[0078] Further signal processing techniques may be
implemented for ensuring that the frequency band filters
produce outputs that are robust and free of signal degrada-
tion complexities. For example, in one exemplary imple-
mentation, utilizing frequency band filters may include
applying an input vector gain between each of the successive
cascades in order to address signal attenuation and other
signal degradation issues. Various other approaches may be
utilized for filtering PPG-signal 428 including: matched
filters, second order derivatives, nonlinear timescale decom-
position, adaptive filtering, dynamic time warping, artificial
neural networks, or hidden Markov models.

[0079] Decomposition module 422 may be configured to
communicate decomposed portions of PPG-signal 428 (e.g.,
frequency band outputs) to heart rate detection module 424.
In an exemplary implementation, heart rate detection mod-
ule 424 may be configured for tracking each of the com-
municated frequency band outputs and determining, by
comparison, which of the frequency band outputs has the
largest amplitude. The largest amplitude band output may be
indicative of the user’s heart rate being within that band and
that band may thus be used to determine heartbeats. Thus,
heart rate detection module 424 may be configured for
determining amplitudes for the band outputs and determin-
ing the largest amplitude band output among the band
outputs, where identification of an “indicated” band output
corresponds to the largest amplitude band output. The indi-
cated band output may then be utilized to determine a first
heartbeat, a second heartbeat, and a heart rate from PPG-
signal 428, as discussed further below.

[0080] In another implementation, heart rate detection
module 424 may be configured to utilize more than one
frequency band output. For example, heartrate detection
module 424 may generate a running estimate of the ampli-
tudes of the frequency band outputs and may perform further
processing on the band outputs with the two highest ampli-
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tudes. This method may provide faster heart rate determi-
nation/tracking in cases where heart rates are changing
rapidly beat-to-beat and perhaps moving from one frequency
band to another. Accordingly, in an exemplary implemen-
tation, in addition to determining the largest amplitude band
output, analysis module 424 may be configured for deter-
mining a second largest amplitude band output and utilizing
the second largest amplitude band output to determine an
“anticipated” heartbeat. The “anticipated” heartbeat may
potentially be the appropriate heartbeat to analyze if the
heart rate has moved into the new frequency band. Heart rate
detection module 424 may thus be further configured for
utilizing the anticipated heartbeat in determining heart rate
430 when the indicated band output changes, to provide
faster heart rate tracking and transmission to wearable
device 108.

[0081] For example, in one exemplary implementation,
the largest amplitude band may correspond to the normal
band range, while the second largest amplitude band output
may correspond to the tachycardia heart rate range. Tracking
both band outputs may then provide for faster tracking in the
case where heart rate is changing rapidly, as can occur with
certain arrhythmias such as atrial fibrillation.

[0082] In oneimplementation, heart rate detection module
424 may be configured to “qualify” the second largest
amplitude band for further processing (e.g., the determining
of anticipated heartbeats). Qualifying the second largest
amplitude band output may include, for example, determin-
ing if the second largest amplitude band output is a sufficient
fraction of the largest amplitude band output. In the case
where the second largest amplitude output is a sufficiently
small fraction (e.g., <0.85), heart rate detection module 424
may forgo further processing of the second largest amplitude
output band and the determination of anticipated heartbeats
in that band.

[0083] Heart rate detection module 424 may be further
configured to utilize the band outputs described above in
determining heartbeats (or, similarly, anticipated heart-
beats). Determining heartbeats in this sense generally refers
to determining the times at which heartbeats take place.
Such times may then be used in determining heart rates.
[0084] One technique for determining heartbeats contem-
plated by the present disclosure utilizes the rate of change of
the PPG-signal (also referred to as the PPG-signal gradient).
FIG. 5 depicts an exemplary PPG-signal 428 (having a first
PPG-signal peak 502 and a second PPG-signal peak 504),
and a PPG-signal gradient 506 (having maximum gradients
508A, 508B, and 508C).

[0085] In one exemplary implementation, determining the
first heartbeat and a second heartbeat may include determin-
ing the first heartbeat and second heartbeat from maximum
gradients 508 of PPG-signal 526.

[0086] As shown in FIG. 5, maximum gradients 508
depict the locations of the fastest incline of the PPG-signal
528, i.c., the maximum values of PPG-signal gradient 506.
These locations can then be deemed heartbeats (i.e., the
times at which heartbeats occur). The heartbeats may then be
utilized to determine heart rate.

[0087] Sampling rate limitations inherent in the acquisi-
tion of PPG-Signal 428 can result in the PPG-signal peaks
(502 and 504) and gradient peaks (508A,B,C) shown in FIG.
5 appearing to be in a location different from the actual peak
(as would be depicted should there be no limit on sampling
rate).



US 2019/0298272 Al

[0088] 1In order to overcome the sampling resolution limi-
tations inherent in the PPG sensing process and to increase
the accuracy of heart rate determinations, heart rate detec-
tion module 424 may be configured to utilize various
methods for determining a more accurate gradient peak. One
such method may be explained with reference to FIG. 6.
FIG. 6 depicts maximum gradient point 508A from FIG. 5,
along with two other gradient curve points (depicted as PPG
gradient,. , 604 and PPG gradient,.,, 606) that can be used
with, e.g., a spline interpolation 610 to determine a more
accurate gradient peak 608. Accordingly, heart rate detection
module 424 may be configured for determining a heartbeat
utilizing maximum gradient 508A, at least two other data
points from the gradient of PPG-signal 428, and a math-
ematical method.

[0089] In an exemplary implementation, the mathematical
model may comprise spline interpolation. Also, the at least
two other points may include samples of PPG-signal gradi-
ent 506 at immediate intervals before and after maximum
gradient 508, i.c., PPG gradient,. , 604 and PPG gradient,
606. As further shown in FIG. 6, the more accurate gradient
peak 608 may be determined by utilizing the three points
(gradient,, ; 604, PPG gradient, ; 606, and maximum gra-
dient 508A) and spline interpolation, or another method,
thus increasing the accuracy of heart rate determinations.
[0090] In one implementation, a state based sequence
detector may be utilized to determine the two other data
points from the gradient of the PPG-signal and to implement
the mathematical method. While a state based sequence
detector is especially well-suited for implementing the meth-
ods described herein for determining the other data points
and implementing the mathematical method, other imple-
mentations may be utilized without diverting from the scope
and spirit of the implementations described herein.

[0091] The processes described above can be repeated for
other intervals containing a heartbeat in PPG-signal 428 and
the time intervals between heartbeats allow heart rate 430 to
be determined. Accordingly, heart rate detection module 424
may be configured to utilize the exemplary processes
described above for determining heart rate 430 based on at
least a first heartbeat and a second heartbeat and to cause
heart rate 430 to be transmitted to at least wearable device
108 and/or any other component of system 100.

[0092] In an alternative heartbeat determination method,
PPG-signal peaks are utilized instead of gradient peaks. For
example, heart rate detection module 424 may configured to
utilize frequency band output signals for determining a first
PPG-signal peak 502 and second PPG-signal peak 504 from
at least a portion of PPG-signal 428 and then determining a
first heartbeat and a second heartbeat from the first PPG-
signal peak 502 and the second PPG-signal peak 504. For
example, the heartbeat may be considered to be at the
location of the PPG-signal peak, or at an offset from the
peak. The heart rate detection module 424 may then deter-
mine heart rate 430 based on the first heartbeat and the
second heartbeat.

[0093] In order to overcome the sampling resolution limi-
tations inherent in the PPG sensing process and to increase
the accuracy of heart rate determinations, heart rate detec-
tion module 424 may be configured to utilize various
methods for determining more accurate PPG-signal peaks.
One such method may be explained as similar to the process
described above with reference to FIG. 6. In a similar vein,
heart rate detection module 424 may be configured for
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determining a heartbeat utilizing PPG-signal peak 502, at
least two other data points from PPG-signal 428, and a
mathematical method.

[0094] In an exemplary implementation, the mathematical
model may comprise spline interpolation, but other methods
may be utilized, as noted above.

[0095] The at least two other points from the PPG-signal
428 may, in one implementation, include a positive-going
zero crossing and a negative-going zero crossing nearest
PPG-signal peak 502. Such PPG-signal zero-crossings may
be determined using a zero-crossing narrowband filter. The
zero-crossing narrowband filter may be included in the
frequency band filters as described above. The narrowband
nature of the zero-crossing filter tends to produce output
waveforms that are, on a time local per cycle basis, close to
sinusoidal in waveform. Because these waveforms are sub-
stantially sinusoidal, they produce zero-crossings that are
well behaved and reliable. The zero-crossing narrowband
component of PPG-signal 428, is time aligned with PPG-
signal 428. In this manner, the zero-crossings function to
bracket PPG-signal peaks 502,504 in PPG-signal 428. A
more accurate PPG-signal peak may then be determined
utilizing the zero crossings with the original PPG-signal
peak and a mathematical method, as described above.

[0096] In one implementation, a state based sequence
detector may be utilized to determine the two other data
points from the PPG-signal and to implement the math-
ematical method. While a state based sequence detector is
especially well-suited for implementing the methods
described herein for determining the other data points and
implementing the mathematical method, other implementa-
tions may be utilized without diverting from the scope and
spirit of the implementations described herein.

[0097] As discussed, the PPG-signal peaks, or the more
accurate PPG-signal peaks, may be used to identify heart-
beats at the locations of the peaks, or at some offset
therefrom. These heartbeats may then be used to determine
a user’s heart rate, which may be, for example transmitted to
and displayed on wearable device 108 or any other compo-
nent of system 100.

[0098] As described throughout the present disclosure, a
user can monitor their heart activity with a wearable device
(e.g., a smartwatch including a PPG sensor). System 100 can
then be configured to alert the user, a healthcare provider,
etc., when an irregular heart rhythm type is detected through
analysis of the received heart data. In one example, an alert
can be provided when atrial fibrillation (AF) is detected.

[0099] FIG. 7 is a diagram illustrating a basic exemplary
process for determining the presence of atrial fibrillation in
accordance with certain aspects of the present disclosure.
This determination can be performed by executing one or
more algorithms that analyze PPG sensor data. In some
implementations, a computer can, at 710, receive photopl-
ethysmographic (PPG) signal data communicated by a PPG
sensor of a wearable device worn by a user. As discussed
herein, the algorithm can, at 720, determine heartbeats from
at least a portion of the PPG signal data and can, at 730,
determine a heart rhythm type based on at least the heart-
beats. As discussed in detail below, the system can also, at
740, determine whether the heart rhythm type includes
Atrial Fibrillation (AF). The operations can also include, at
750, displaying, when AF is detected, an AF detection alert
at the wearable device. Details of exemplary algorithms and
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analysis to detect and identify various heart rhythm types
(e.g., normal sinus rhythm or atrial fibrillation (AF)) are
discussed further below.

[0100] Certain exemplary systems, methods and software
contemplated herein can analyze and detect heart rhythms
utilizing a Poincaré space, a two-dimensional space that may
be formed and visualized by plotting a current heartbeat
interval along one axis and the preceding interval along the
other axis. For normal heart rhythms, such points tend to be
distributed densely and narrowly around the local average
interval. For AF, such points tend to be distributed more
widely, with large jumps in intervals occurring with succes-
sive heartbeats.

[0101] In certain exemplary methods, heart rhythm deter-
mination can utilize metrics based upon this space. For
example, a metric based on occupancy of the space (e.g.,
how much of the space is taken up by the plotted points)
and/or a metric based on the median of the distances
measured from point to point. Other metrics may also be
utilized, for example a metric based on the variability of
heartbeat intervals. Such metrics can be computed over a
moving window of contiguous heartbeats (e.g., 48 heart-
beats), to balance a local time focus with the stability of the
metrics. These metrics can be computed and updated with
each heartbeat, compared against individual thresholds, and
then a particular pattern can be declared if the metrics
exceed certain thresholds. To improve the accuracy of
certain heart rhythm determinations, a particular heart
rhythm pattern may only be formally declared when a
sufficient number of the patterns are declared over a local
group of heartbeats.

[0102] FIG. 8 is a diagram illustrating an exemplary
scatter plot 810 representative of a normal heart rhythm in
accordance with certain aspects of the present disclosure.
Scatter plot 810 contains points 820 that are determined to
represent heartbeat interval changes over a period of time (or
number of heartbeats, heartbeat intervals, etc.). Points 820
can represent a change between two adjacent (or local)
heartbeat intervals. As used herein, “adjacent” means that
one heartbeat interval can be either preceding or subsequent
the other heartbeat interval.

[0103] While the description of such points 820 is made
with reference to FIG. 8, it is understood that the description
applies equally to references to similar points in the present
disclosure (e.g., as in FIGS. 9,10, and 11). Determination of
an exemplary point is further illustrated by the top portion of
FIG. 8, where Heartbeat 1 and Heartbeat 2 can define
Heartbeat Interval 1. Similarly, Heartbeat 2 and Heartbeat 3
can define Heartbeat Interval 2, and together, Heartbeat
Interval 1 and Heartbeat Interval 2 can provide the X and Y
coordinates for Point 1.

[0104] Points 820 can be implemented, for example, as
values stored in computer memory in the form of variables,
arrays, vectors, matrices, objects, or other such data struc-
tures. Points 820 can be expressed graphically or merely
represented in computer memory. The points can be format-
ted, for example, to represent an absolute change in heart-
beat interval (e.g., 0.5 sec, -0.1 sec, etc.) or a ratio (e.g,,
0.9—when one heartbeat interval is 90% of the adjacent
heartbeat interval). Other expressions of points 8§20 that
represent heartbeat interval changes over a period of time
are also contemplated and considered within the scope of the
present disclosure.
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[0105] In further describing exemplary FIG. 8, the hori-
zontal axis of scatter plot 810 refers to one heartbeat interval
(e.g., interval n) and the vertical axis refers to a second
interval (e.g., a preceding interval n-1). When a heart
exhibits a normal heart rhythm type, points 820 may not
change significantly over time. Accordingly, a plot of points
820 for a normal heart rhythm will generally be localized to
a limited region (as shown FIG. 8). In the example shown,
points 820 have been normalized by the average heartbeat
interval (e.g., for a heartbeat interval n being 0.6 sec and
heartbeat interval n-1 being 0.4 sec, the point would fall at
Point 1 in the example scatter plot). Accordingly, as indi-
cated in FIG. 8, when a heartbeat interval increases, such
points 820 will be below the 45 degree line 830. When the
heartbeat interval decreases, such points 820 will be above
the 45 degree line 830.

[0106] FIG. 9 is a diagram illustrating an exemplary
moving window 910 based on PPG signal data used in the
generation of exemplary scatter plot 810 in accordance with
certain aspects of the present disclosure. Points 820 used for
determination of a heart rhythm type can be determined for
moving window 910 (e.g., the period of time) containing
some number of heartbeats or heartbeat intervals, etc.
Accordingly, the points used to generate the exemplary
scatter plots, and/or the points used to determine the metrics
discussed herein can be based on a moving window 910.
One exemplary illustration of a moving window 910 is
referenced in interval plot 920 in the top portion of FIG. 9.
Moving window 910 contains a number of heartbeats or
heartbeat intervals, including, in this example, the current
heartbeat and current heartbeat interval 930. While dis-
cussed with respect to FIGS. 8 and 9, moving window 910
can also be used in the generation of any of the scatter plots
or datasets described herein.

[0107] Moving window 910 may be designed to contain a
predefined number heartbeats prior to and/or including the
current heartbeat. For example, in some implementations,
moving window 910 can include 50 heartbeats, 100 heart-
beats, 192 heartbeats, 500 heartbeats, etc. In some imple-
mentations, a specific number of heartbeats can be identified
as providing an optimization between recency of heartbeat
data and accuracy of the heart rhythm type determination.
For example, 48 heartbeats can be one such specific number.

[0108] Similarly, in some implementations, moving win-
dow 910 can be based on a predefined or optimized time
period (e.g., 15 seconds, 30 seconds, one minute, five
minutes, etc.). In other implementations, moving window
910 can be based on a predefined number of heartbeat
intervals (e.g., 10 heartbeat intervals, 20 heartbeat intervals,
48 heartbeat intervals, 100 heartbeat intervals, etc.), or can
be designed to change in scope based on certain factors.

[0109] FIG. 10 is a diagram illustrating an exemplary
method of determination of an occupancy metric from an
exemplary scatter plot 1010 representative of an irregular
heart rhythm in accordance with certain aspects of the
present disclosure. The computational algorithms described
herein can generate quantitative metrics that can be used to
accurately determine heart rhythm types, such as AF. Com-
paring FIG. 10 to FIG. 8 or 9, it can be seen that the
distribution of points 1020 in FIG. 10 is larger. Accordingly,
in some implementations, the algorithm can determine an
occupancy metric based at least partially on an interval
scatter analysis. Subsequently, and as discussed in greater
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detail below, determining the heart rhythm type can further
include utilization of the occupancy metric.

[0110] As used herein, the term “interval scatter analysis”
means an analysis, performed by a computer, of changes in
heartbeat intervals. The changes in heartbeat intervals can be
expressed or visualized as, for example, points in the scatter
plots of FIG. 8, 9, 10, etc. The changes in heartbeat intervals
can also be represented in computer memory in the form of
arrays, tables, etc. or calculated from heartbeat data. In such
implementations, the interval scatter analysis can optionally
be performed without plotting points in scatter plots. An
interval scatter analysis can include quantifying some char-
acteristic of the distribution of changes in heartbeat interval.
For example, as visualized in the exemplary scatter plots.
The characteristics (or metrics) can include an occupancy
associated with the points in the scatter plots, as described
further herein.

[0111] As used herein, an “occupancy metric” means a
metric (e.g., a number, vector, or some value) that quantifies
the distribution of points in a defined space—that is, pro-
vides a measure of the degree to which the space is “occu-
pied” by one or more points. The space can be a scatter plot,
array, table or graph, etc.

[0112] In one exemplary determination of an occupancy
metric, scatter plot 1010 of FIG. 10 may be subdivided into
a number of areas 1030. Areas 1030 that do not contain any
points are shown with shading (e.g., area 1040). In the
example of FIG. 10, there are 36 areas 1030 shown. Due to
the distribution of points in scatter plot 1010, 16 of areas
1030 contain at least one point 1020. Accordingly, in this
example, the occupancy of this distribution of points 1020 is
16/36=0.444. By way of comparison, though not shown, the
occupancy metric of the scatter plot 810 in FIG. 8 or 9 would
be 6/36=0.166. This exemplary method thus demonstrates
that an occupancy metric can be calculated to result in a
higher value when there is a greater variation in heartbeat
intervals (and thus a higher likelihood of AF). It is under-
stood, however, that occupancy metrics can be calculated
and utilized in alternative ways.

[0113] While the example illustrated in FIG. 10 is dis-
cussed in terms of areas of a scatter plot, computational
solutions are contemplated that perform a similar analysis
based on, for example, binning, partitioning, sorting, or the
like. Some implementations of the current subject matter can
include defining bins into which the points may fall. The
occupancy metric can be determined by determining a
fraction of bins that contain at least one of the points.
[0114] As used herein, a “bin” means a section, area,
volume or data structure that can potentially include one or
more points. For example, a bin, as realized by computer
software, can be a particular area in a scatter plot (as shown
in the example below), portion of a data structure corre-
sponding to the points, etc. Accordingly, implementations
can enable such binning and the like by using arrays,
matrices, objects, or other forms of computational data
partitioning to represent the heartbeat intervals and areas
1030 illustrated in FIG. 10. For example, an array of points
1020 can be partitioned or binned in computer memory
according to where they would fall in a defined area (or
range) representing a degree of change between adjacent
intervals.

[0115] FIG. 11 is a diagram illustrating determination of
an exemplary distance metric from an exemplary scatter plot
1010 representative of an irregular heart rhythm in accor-
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dance with certain aspects of the present disclosure. Similar
to the occupancy metric, an algorithm can determine a
distance metric based at least partially on points representing
heartbeat interval changes, which may be represented in a
scatter plot as shown in FIG. 11. As before, determining the
heart rhythm type can further include utilization of the
distance metric.

[0116] As used herein, a “distance mettic” provides a
measure of the degree of change in the heartbeat intervals,
typically calculated in terms of a “distance” between points
representing the change in heartbeat intervals. For example,
a distance metric can be based on distances calculated
between points in the exemplary scatter plots (e.g., FIG. 11).
A large distance metric indicates large changes in heartbeat
interval (possibly indicative of an irregular heart rhythm)
and a small distance metric indicates small changes in
heartbeat interval (possibly indicative of a regular heart
rhythm).

[0117] In the discussion below regarding the distance
metric, the example of FIG. 11 uses the same scatter plot
1010 and points 1020 shown in FIG. 10. Similar to that
shown in FIG. §, the top FIG. 11 also contains an exemplary
illustration of what points, intervals, and heartbeats may be
included in the determination of a distance metric.

[0118] In some implementations, the distance metric can
be determined from a median of distances between the
points (e.g., points 1020). Similarly, the distance metric
could be determined from a mean of distances between the
points. In the example of FIG. 11, a first distance (Distance
1) 1120 can be calculated between consecutive points 1120
as shown. Similarly, a second distance (Distance 2) 1130 can
be calculated between another two points 1130. Because the
points used to calculate the distance metric in this example
are consecutive, Distance 2 1130 is calculated with a com-
mon point—point 2—with Distance 1 1120. The distance
metric may then correspond to the median of any number of
such distances, for example any or all points 1020 shown in
scatter plot 1010 or the points included within a particular
moving window.

[0119] An interval variability metric may also be deter-
mined based on heartbeat intervals that are derived from a
number of heartbeats, for example, the heartbeats included
in a moving window. In some implementations of the current
subject matter, determining the heart rhythm type can further
include utilization of such an interval variability metric.
[0120] As used herein, an “interval variability metric”
represents a measure of variation of heartbeat intervals for
some number of heartbeats. In one example, the interval
variability metric could be the standard deviation of the
examined intervals.

[0121] In another example, the interval variability metric
may involve examining changes in heartbeat intervals from
one heartbeat to the next. For example, an interval defined
by a first and second heartbeat (e.g., Interval 1=1000 ms) can
be compared to a heartbeat interval defined by a second and
third heartbeat (e.g., Interval 2=900 ms). The change from
Interval 1 to Interval 2 would then be one hundred milli-
seconds. Such heartbeat interval changes from heartbeat to
heartbeat may then be averaged over a period of time. The
interval variability metric then, in one example, can be a
median of the absolute changes in heartbeat intervals. This
exemplary method can be illustrated with the following
equation:

Interval Variability Metric=median(ABS(A(interval))) o)
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[0122] In another implementation, an interval variability
metric may be calculated based at least on a current heart-
beat interval 1210 and an average heartbeat interval 1230 (as
shown in FIG. 12). The heartbeat intervals can be contained
in moving window 1220 (e.g., of 192 beats), or can be any
other desired set of intervals. In the exemplary selection of
heartbeat intervals shown in FIG. 12, average heartbeat
interval 1230 for the moving window 1220 is illustrated by
a horizontal line extending from the right side of FIG. 12. In
some implementations, a Euclidian distance between each
pair of beats may be determined, and a median of these
distances may be used in the present determination. In this
example, current heartbeat interval 1210 is shown by the
longer interval at the rightmost side of moving window
1220. Accordingly, an exemplary interval variability metric
would be fairly large because current heartbeat interval 1210
is significantly different than the average heartbeat interval.
[0123] In another implementation, the interval variability
metrics calculated above can be normalized by the number
of heartbeat intervals (e.g., the size of the array). In yet other
implementations, the interval variability metric can be nor-
malized with the average interval. There can be any number
of equivalent ways of calculating or normalizing the interval
variability metric, such being explicitly contemplated by the
present disclosure.

[0124] FIG. 13 is a diagram illustrating a three-dimen-
sional space 1310 and discrimination planes (1330, 1340,
1350) that may be used in an exemplary method for deter-
mining a heart rhythm type in accordance with certain
aspects of the present disclosure. Determining the heart
rhythm type can include utilization of the occupancy metric,
the distance metric, and the interval variability metric, in
relation to a three-dimensional space.

[0125] In certain implementations, the heart rhythm type
can be determined based on any combination of the above
metrics. For example, the heart rhythm type can be deter-
mined based solely on the occupancy metric, based solely on
the distance metric, based solely on the interval variability
metric, based on all three of the occupancy metric, the
distance metric, and the interval variability metric, or any
combination thereof.

[0126] FIG. 13 illustrates an exemplary implementation
where the determination of a heart rhythm type is based at
least on all three of an occupancy metric, a distance metric,
and an interval variability metric. In the implementation
illustrated, the points 1320 can be plotted in three-dimen-
sional space 1310 defined at least by these three metrics.
[0127] In such a three-dimensional space, certain regions
can be classified as corresponding to particular heart rhythm
types delineated by one or more discrimination planes
(1330, 1340, 1350). For example, referring to the NSR-AF
plane 1330 depicted in FIG. 13, when a point is on one side
of the NSR-AF plane 1330, such a point 1320 can be
classified as referring to a heartbeat that is classified as NSR
(normal sinus rhythm). Conversely, when a point is on the
other side of the NSR-AF plane 1330, such a point can be
classified as referring to heartbeat that is an AF rhythm type.
[0128] As illustrated in FIG. 13, in general, a regular heart
rhythm would have points 1320 clustered toward the origin
of the three-dimensional space (i.e., having low occupancy,
distance, and variability). Locations further from the origin
can indicate an irregular heart rhythm type of some type. The
different exemplary symbols depicted in FIG. 13 indicate the
heart rhythm types determined for a given point. For
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example, open triangles refer to heart rhythm types that are
NSR, open squares refer to heart thythm types that are AF,
and solid circles refer to heart rhythm types that are NAF
(i.e., not AF).

[0129] Discrimination planes (1330, 1340, 1350) can be
computed automatically based on algorithms for how to
define such planes. In other implementations, the discrimi-
nation planes (1330, 1340, 1350) can be determined from
computational optimization of plane parameters (e.g., terms
or coeflicients in equations defining the discrimination
planes (1330, 1340, 1350)) on annotated data. For example,
it can be established that certain collections of points 1320
correspond to a particular heart thythm type. The data can be
annotated (e.g., by a physician adding tags, labels, or other
metadata to the points in computer memory) to specify the
heart rhythm type. Then, the discrimination planes (1330,
1340, 1350) can be computationally determined such that
they best discriminate the classified points 1320. Similarly,
such determinations can be made with machine learning.
[0130] FIG. 14 is a diagram illustrating a decision tree
1410 for an exemplary method for determining a heart
rhythm type in accordance with certain aspects of the
present disclosure. Because a given point 1320 can meet
multiple criteria as defined by the discrimination planes,
further rules can be implemented to determine the heart
rhythm type. In general, implementations of rules for clas-
sifying a point as exhibiting a particular heart rhythm type
can include first determining which side of a first discrimi-
nation plane the point is on, then determining which side of
a second discrimination plane the point is on. For example,
point 1320 can be on the NSR side of the NAF-NSR
discrimination plane 1350 and also can be on the AF side of
the NSR-AF discrimination plane 1330. The example deci-
sion tree 1440 shown in FIG. 14 illustrates one implemen-
tation for establishing a heart rhythm type based on the
above considerations. Decision tree 1410 begins at NAF-
NSR decision branch 1420 by first determining which side
of the NAF-NSR plane 1350 the point is on. Then, if the
point was on the NSR side, a second determination is made
at NSR-AF decision branch 1430 as to which side of
NSR-AF discrimination plane 1330 that point 1320 is on.
When point 1320 is on the AF side, the heart rhythm type for
that point 1320 is classified as AF. When point 1320 is on the
NSR side, the heart rhythm type for that point 1320 is
classified as NSR.

[0131] Returning to NAF-NSR decision branch 1420,
when the point is on the NAF side of NAF-NSR discrimi-
nation plane 1350, a second determination can then be made
at NF-AF decision branch 1440 whether the point is clas-
sified as NAF or AF based on which side of NAF-AF
discrimination plane 1340 it is on.

[0132] The present disclosure explicitly contemplates
other combinations of decision branches for classifying a
point as AF, NSR, or NAF. Similarly. other rules can be
added to further add conditions required for a particular
classification, one example being that heartbeats (and
points) which have been flagged as “noisy” are not used as
a part of a dataset that serves as a basis for generating an AF
alert.

[0133] Insome implementations, the presence of a specific
heart rhythm type can be established when a sufficient
number of heart thythm assessments are determined based
on a local contiguous group of beats. In other words, the
establishment of a particular heart rhythm type can be based
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on a) a sufficient number of classification determinations and
b) requiring that the heartbeat intervals that establish a
particular heart rhythm type are contiguous. The term “con-
tiguous” means requiring that there are no invalid heartbeats
in the heartbeat intervals. An invalid heartbeat can be, for
example, determined based on the beat detection algorithm
described herein or obtained during a period of noisy data
(as detected by an accelerometer, other sensor, noise detec-
tion algorithm, etc.).

[0134] Certain implementations of the current subject can
include different methods of classifying a particular point as
having a specific heart thythm type. For example, instead of
utilizing discrimination planes, some implementations can
include an algorithm implementing a series of conditional
statements, thresholds, decision trees, or other such equiva-
lent logical structures and flows to generate a classification
of a point. For example, one implementation of such a
conditional statement can be AF=(occupancy metric greater
than 0.1, distance metric greater than 20, interval variability
metric greater than (0.2). The previous example of a condi-
tional statement implies three orthogonal discrimination
planes (or thresholds). In other implementations, the dis-
crimination planes need not be strictly planar but can instead
be a surface which can contain any degree of local curvature
or other shape. In general, the present disclosure contem-
plates a general partitioning of a space (of arbitrary dimen-
sion) into regions that can, at least in part, determine a
particular heart rhythm type for a point in a particular region.
Such regions can be one-dimensional (e.g. occupancy met-
ric, distance metric, or interval variability metric greater
than a predetermined value), two-dimensional (e.g. a speci-
fied area in a two dimensional space defined by the occu-
pancy metric and the distance metric, three-dimensional
(e.g., as illustrated by the example of FIG. 13), or higher
dimension (e.g. where additional rules and metrics have
been implemented to create an arbitrary number of factors
that determine the heart rhythm type).

[0135] Some implementations of the current subject mat-
ter can include generating an output (e.g., a visualization)
corresponding to the aforementioned points and plots and
including, for example, any combination of the occupancy
metric, the distance metric, the interval variability metric, an
average heartbeat interval in a moving window, a first count
of heartbeats for computing the occupancy metric in the
moving window (optionally limited to qualified heartbeats),
a second count of heartbeats for computing the distance
metric in the moving window (optionally limited to qualified
heartbeats), a third count of heartbeats for computing the
interval variability metric in the moving window (optionally
limited to qualified heartbeats), etc. Such output can be
generated and provided, for example, to a user or healthcare
provider, via an output device such as a smart phone,
smartwatch, personal computer, or the like. The output can
be provided in the form of an array or matrix (of arbitrary
dimension), a data file, a graphical display such as a plot
(such as illustrated by FIGS. 8-11) or chart, three-dimen-
sional visualization (such as illustrated by FIG. 13), etc.

[0136] When an alert (e.g., indicating the presence of a
particular heart rhythm type, such as AF) is needed, such
alerts can be sent to and/or generated at any number or types
of devices. Alerts can be sent to a wearable device, a
computer or server, a smartphone (for example as used by a
physician, a user, a caregivet, etc.), or the like. The alerts can
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be implemented as emails or text messages or may be
audible, graphical, tactile (e.g., vibration), etc.

[0137] As described herein, certain implementations of the
current subject matter can include providing an alert to a
user based on the detection of a particular type of heart
rhythm (e.g., AF). However, in some implementations, dis-
playing of an AF detection alert may occur when AF has
been determined based on a number of heartbeats greater
than an AF detection alert threshold. For example, in theory,
three heartbeats can be sufficient to determine AF based on
some of the implementations described herein. However, it
can be advantageous to rely on a larger set of data in order
to obtain a more accurate determination of a particular heart
rhythm type. For example, in some implementations, the
minimum number of heartbeats (or points) required before
generating an alert (e.g., an AF detection alert threshold) can
be set to a predetermined number such as 50, 100, 200, etc.
In some implementations, this alert detection threshold may
be customizable (e.g., by a user, by a doctor or other
caregivers, etc., via a user interface as described herein) such
that a single AF beat may be cause for alarm for one user,
but 50 AF beats, 100 AF beats, etc., may be required for
other users. In some implementations, the AF detection
threshold may be related to an amount of time a user
experiences AF beats, and/or other AF related information.
[0138] In other implementations of the current subject
matter, the system can require an (electronic) authorization
before providing an AF detection alert to user. In some
implementations, such an authorization can be electronically
provided by an authorizing agent, such as a physician, a
technician, a manufacturer, or other authorized person. The
authorization can be stored, for example, as a part of a data
file at any computing device in communication with the
wearable device of a user. The authorization can further
include an association between the authorization and a
particular patient identification. For example, the authoriza-
tion can indicate that the authorizing agent has authorized a
particular user (having a patient identification such as a
number, code, or the like) to receive alerts (e.g., an AF
detection alert). Correspondingly, such an authorization can
allow the wearable device to generate an alert only when
such authorization exists (as verified at the wearable device,
or any other computing system in communication with
wearable device). Accordingly, such implementations can
include receiving a patient identification communicated by
the wearable device and generating the AF detection alert
when an authorization is received that indicates a permission
to display AF detection alerts to the user.

[0139] As described above, portions of system 100 can
receive PPG signal data communicated by a PPG sensor of
a wearable device worn by a user. PPG signal data can then
be used to derive information such as heartbeats, heart rate,
heart rate variability, and the like. The PPG signal data can
also be analyzed by a computer program to determine
heartbeat intervals from at least the PPG signal data. A
heartbeat interval can be expressed in terms of time (e.g,,
500 ms), though other expressions can also be used, such as
a frequency, beats-per-minute (BPM), etc.

[0140] It can be beneficial to provide systems, methods
and graphical user interfaces implemented by computer
programs that allow a user to select a desired set of PPG
signal data for review or analysis. One example of such an
implementation can include a “patient dashboard” that
allows a user to select, view, download, etc., PPG signal or
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related data. FIG. 15 is a diagram illustrating an exemplary
patient dashboard 1510 in accordance with certain aspects of
the present disclosure. Patient dashboard 1510 may be
provided as part of a web portal, as part of standalone
software, or in other ways.

[0141] Patient dashboard 1510 can include user informa-
tion such as name, height, weight, minimum heartrate,
maximum heartrate, etc. Patient dashboard 1510 can include
information from electronic medical records (e.g., received
from an electronic medical records server). This information
may be correlated with information collected during data
collection time periods 1520. Patient dashboard 1510 may
also include graphical displays of data collection time peri-
ods 1520, as illustrated in FIG. 15.

[0142] Data collection time periods 1520 may be and/or
illustrate continuous periods of data collection time. Indi-
vidual data collection time periods 1520 may be subsets of
larger data collection time periods and/or other periods of
time. In various implementations, data collection time peri-
ods 1520 may represent time periods on the order of seconds
in length, minutes in length, and/or hours in length. For
example, data collection time periods 1520 may can cover
about 10 seconds in length to about eight hours in length. As
another example, a first data collection time period 1520
may be about ten seconds long and be a subset of a second
data collection time period that is about eight hours long.

[0143] Data collection time periods 1520, as displayed,
may provide further details of the PPG signal data acquired,
for example, collection date and time, minimum and maxi-
mum heart rates, types of heart rhythms observed (e.g,,
normal, AF, etc.), and the like. Data collection time periods
1520 can include a graphical indication 1530 of whether an
AF rhythm was detected. Other implementations can include
providing color coding to some part of the graphical inter-
face, for example, highlighting displayed portions of PPG
signal data in red or some other color to distinguish data
collection time periods 1520 where AF rhythms have been
detected. It should be noted that AF rhythms are used as
examples. Detection of other cardiac rhythms (e.g., apnea,
premature atrial contraction, premature ventricular contrac-
tion, supraventricular tachycardia (e.g., atrial flutter)) are
contemplated.

[0144] Patient dashboard 1510 can also provide means for
a user to download PPG signal data corresponding to one or
more data collection time periods 1520, for example, by
pressing a download button on patient dashboard 1510.
Dashboard 1510 may allow a user to similarly select a
particular data collection time period 1520 in order to further
view PPG signal details and data analysis, for example, by
pressing a view button or selecting a hyperlink embedded in
the graphical display. In one implementation, the further
details and analysis may be presented on a graphical user
interface called a PPG viewer. While the exemplary term
“PPG viewer” is used herein, it is understood that this
interface may depict or provide details relating not only to
PPG signals, but to additional signals, the results of analysis,
etc. For example, additional signals may include signals
related to a VO, percentage, accelerometer information,
electro-dermal activity (e.g., a galvanic skin response from
an associated sensor), electromyography (EMG) data, elec-
troencephalogram (EEG) data, and/or other information
from sensors that are included in the system (e.g., in a watch
band) and/or that are configured to interact with the system.
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[0145] FIG. 16 is a diagram illustrating an exemplary PPG
viewer 1610 in accordance with certain aspects of the
present disclosure. PPG viewer 1610 can be a graphical
display (e.g., a webpage, etc.) that can include visualizations
(e.g., graphs, etc.) based at least partially on PPG signal data
over some time interval, for example, data collection time
periods 1520 as shown in FIG. 15. PPG viewer 1610 can be
displayed at a display device, for example, a computer
monitor, a smartphone screen, etc.

[0146] In some implementations, PPG viewer 1610 can
include, for example, graphical displays of accelerometer
data (XL) 1620, PPG signal data (PPG) 1630, heart rate data
(HR) 1640, and heartbeat interval data (Intv) 1650. Accel-
erometer data 1620 may be acquired from an accelerometer
that is part of the device containing the PPG sensor(s), or
that is separate from such a device. Heart rate data 1640 and
heartbeat interval data 1650 maybe calculated, for example,
utilizing methods such as those described above. These
types of data may be displayed with a common time base, as
illustrated in FIG. 16.

[0147] In the implementation shown in FIG. 16, the PPG
viewer 1610 can include an expanded or zoomed-in plot
1660 for a particular period of time. The time period can be
determined automatically or can be controlled by user-input
through an input device. For example, a user may select a
start time 1670 and an end time 1680 (graphically displayed
in FIG. 16 by two vertical lines that extend vertically over
the XL, PPG, HR, and Intv plots). In response to such a
selection, the visualization of, for example, PPG signal data
1630 can be automatically adjusted in expanded plot 1660.
[0148] As described herein, certain implementations of the
present disclosure can include determining when heartbeats
occur based on PPG signal data. Additional functionality of
PPG viewer 1610 may then include displaying heartbeat
markers 1690 along with PPG signal data 1630. For
example, as shown in FIG. 16, heartbeat markers 1690 can
be displayed as short vertical lines on PPG signal data 1630.
In other implementations, heartbeat markers 1690 can also
include marking beats that have been determined to be noise.
As shown in FIG. 16, such heartbeat markers 1690 can be
indicated by an “X” (or any other graphical indication). In
some implementations, heartbeat markers 1690 may be
configured to distinguish between an AF beat and other
types of beats (e.g., beats indicative of normal sinus rhythm,
beats indicative of brachycardia, beats indicative of tachy-
cardia, and/or other types of beats). For example, heartbeat
markers 1690 may have different colors, may comprise
different background colors at a corresponding location on a
display, may comprise a lettered code (e.g., a two letter
code) that indicates a type of beat, and/or be formed by any
other type of visual cue that distinguishes AF beats from
other types of beats.

[0149] In some implementations, viewer 1610 may be
configured such that PPG signal data 1630 may be displayed
with markers 1690 and/or markers 1690 may be displayed
by themselves, without data 1630. Viewer 1610 may be
configured to display a stabilized version of data 1630, for
example, showing a timing of beats with a (horizontal) row
of beat markers 1690 (removing the increasing/decreasing
nature of typical markers that corresponds to a typical PPG
signal).

[0150] In some implementations, viewer 1610 may facili-
tate magnification of a selected data range. For example,
viewer 1610 may facilitate magnification of a one second
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range of data from a larger range (e.g., ten seconds, one
minute, or longer) of data. Such magnification may cause
corresponding changes in the plots of corresponding data
(e.g., see FIG. 8).

[0151] FIG.17 is another example of the PPG viewer 1610
including different information in the area of the expanded
plot 1660, for example, a waveform at least partially resem-
bling an ECG signal.

[0152] ECG signals may include PQRST waveform fea-
tures, where each letter corresponds to a specific feature
present in a typical heartbeat. The “R-wave” portion is a
spike most commonly associated with the time of the
heartbeat. The R-wave can be bracketed by a “Q-wave” and
an “S-wave” to form what can be referred to as a QRS
complex (or QRS-wave). The QRS complex is a group of
waves (or a waveform) representing ventricular depolariza-
tion. The QRS-complex can include three distinct waves
created by the passage of the cardiac electrical impulse
through the ventricles and can occur at the beginning of each
ventricular contraction. In some surface electrocardiograms,
the R-wave is the upward deflection, the first downward
deflection represents a Q-wave, and the final downward
deflection is the S-wave. The Q and S waves may be weak
and are sometimes absent. After the QRS complex, there can
be a T-wave that represents the repolarization (or recovery)
of the ventricles. Prior to the QRS complex, there can be a
P-wave, which can be a positive deflection in a normal
surface electrocardiogram produced by an excitation of the
atria. The P-wave can represent atrial depolarization, an
intrinsic atrial event.

[0153] One implementation of the present disclosure can
include a graphical output at PPG viewer 1610 utilizing PPG
signal data but creating a plot that looks similar to ECG data.
For example, as shown in FIG. 17, certain implementations
can include an electrocardiogram (ECG)-type waveform
1720, the ECG-type waveform 1720 spanning a heartbeat
interval (which interval may be determined from PPG signal
data). For example, in some implementations, the ECG-type
waveform 1720 can include a PQRST waveform that
includes features representing electrical activity in the heart
(as shown in FIG. 17).

[0154] As used herein, an “ECG-type waveform” means a
waveform having at least some features that are indicative or
suggestive of a typical ECG waveform. Accordingly, ECG-
type waveforms can be similar to an ECG, but need not
contain all features typically found or depicted in an ECG.
For example, as described further below, an ECG-type
waveform used herein may include the suppression of a
P-wave, to serve as one indication that an AF rhythm has
been detected. As used herein, an ECG-type waveform may
also include modifications to particular aspects of a PQRST
waveform.

[0155] ECG-type waveforms can be based on a real,
sensed ECG, or can be “synthetic.” As used herein, “syn-
thetic” is understood to mean a waveform that is generated
artificially to have an appearance similar to an ECG, but is
not necessarily actual ECG data. For example, a default
ECG-type waveform can be stored in computer memory and
recalled to be displayed to span heartbeat intervals.

[0156] ECG-type waveforms can include any combination
of P, Q, R, S, and T waves. In one example, an ECG-type
waveform can include having a scaled RSTPQR waveform
displayed between two successive heartbeats. Here, the first
R-wave can be at the first heartbeat and the second R-wave
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(that may be a copy of the first R-wave) can be at the second
heartbeat. The S, T, P, and Q waves (and portions of the
R-waves) can then be correspondingly scaled to span the
heartbeat interval.

[0157] A repeating PQRST waveform can be similar to a
repeating RSTPQR waveform, one difference being that the
PQRST waveform is somewhat centered on a heartbeat (e.g.,
the R-wave), with appropriate scaling applied on either side
of the heartbeat. As shown in FIG. 17, such ECG-type
waveforms 1720 can repeat any number of times, with the
corresponding waveforms appropriately scaled between the
heartbeats.

[0158] As used herein, when describing ECG-type wave-
forms as “spanning” a heartbeat interval, this means that the
ECG-type waveform is graphically scaled in at least one
dimension to span or extend over a graphical indication of
a heartbeat interval. It is contemplated that the waveforms
can be configured to span between any number of points
within a heartbeat signal (e.g., from Rto R, Pto P, P to T,
peak PPG-signal to peak PPG-signal, peak PPG gradient to
peak PPG gradient, etc.). Also, because heartbeat intervals
can vary, ECG-type waveforms can be individually scaled to
span the corresponding heartbeat intervals.

[0159] In some implementations, an ECG-type waveform
1820 can be displayed without one or more features that can
be present in an ECG. For example, because ECG signals
during atrial fibrillation often exhibit little or no P-wave,
some implementations of the present disclosure can pur-
posely suppress or eliminate the P-wave 1730 from an
ECG-type waveform 1820 when AF is detected, as shown in
the example of FIG. 18.

[0160] Insome implementations, the ECG-type waveform
1820 may typically include a P-wave but the system may
include detecting, based on at least PPG signal data 1630,
whether atrial fibrillation is represented in PPG signal data
1630. The software can then suppress P-wave 1730 dis-
played within ECG-type waveform 1820 when the atrial
fibrillation is detected. As used herein, when referring to a
portion of ECG-type waveform being “suppressed,” this can
include the portion (e.g., P-wave 1730) being set to a
baseline value of ECG-type waveform 1820, replaced with
a line segment connecting points where the portion would
have been, reducing an amplitude of the portion, or other-
wise scaling the portion to make it smaller in appearance
when displayed.

[0161] In another implementation, rather than modifying
P-wave 1730 based on detecting an AF rhythm, the ECG-
type waveform 1820 can, by default, represent an AF rhythm
and therefore not include P-wave 1730. This implementation
can include detecting, based on at least the PPG signal data,
whether an AF rhythm is represented in PPG signal data
1630. Then, for example, PPG viewer 1610 can display
P-wave 1730 as part of ECG-type waveform 1720 when an
AF rhythm is not detected.

[0162] Computational analysis of PPG signal data 1630,
as described herein, can benefit the user or a caregiver by
allowing diagnostic indicators of an AF rhythm to be readily
displayed in a familiar ECG-type waveform (1720, 1820),
but to be based on PPG signal data. These operations can
result in beneficial outcomes, such as improved medical
diagnosis of an AF rhythm. Accordingly, the various imple-
mentations of PPG viewer 1610 described herein are not a
routine or conventional graphical display of either PPG
signal data 1630 or ECG data, but hybrid implementations
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that utilize some features of both. Also, the present disclo-
sure provides specific exaniples of tangible machine opera-
tions (e.g., scaling an ECG-type waveform (1720, 1820) to
span PPG-derived heartbeat intervals) that are performed
with such implementations.

[0163] FIG. 19 is a diagram illustrating an exemplary
graphical interface including a scatter plot 1910 of points
1920 representing heartbeat interval changes in accordance
with certain aspects of the present disclosure.

[0164] The distribution of points 1920 in scatter plot 1910
can aid a user in determining the presence of an AF rhythm
(such as discussed above with reference to FIGS. 8-11).
Similar to other implementations described herein, the ver-
tical axis can correspond to a heartbeat interval at a first
time, and the horizontal axis can correspond to a heartbeat
interval at a second time. For example, the second time can
be the interval immediately following the first interval. In
other words, the horizontal axis may display the i” interval
while the vertical axis corresponds to the -1 interval. The
present disclosure also contemplates other methods of dis-
playing heartbeat intervals, e.g., the vertical axis corre-
sponding to the i”+1 interval. In general, the scatter plot
1910 can display a point 1920 determined by two consecu-
tive heartbeat intervals.

[0165] Implementations can include, for example, calcu-
lating, based at least on PPG signal data 1630, a first
heartbeat interval. Also, some implementations can include
calculating, based at least on PPG signal data 1630, a second
heartbeat interval, the second heartbeat interval occurring
after the first heartbeat interval. At the graphical interface,
scatter plot 1910 can be generated depicting a variation of
heartbeat intervals and including a graphical element at a
location determined at least by first heartbeat interval and
the second heartbeat interval. The graphical element can be,
for example, points (as shown in FIG. 19), or any other
symbol, character, or visual depiction of the location corre-
sponding to the point 1920.

[0166] As contemplated by the present disclosure, graphi-
cal displays can display, in any combination or arrangement
on the graphical display, any of the plots described herein,
including the graphical interface displaying both ECG-type
waveforms (1720, 1820) and scatter plot 1910. In such
implementations, as start time 1670 and/or end time 1680
are changed, in addition to the PPG signal data 1630 being
re-rendered in expanded PPG plot 1660, the displaying of
points 1920 can also be automatically updated in scatter plot
1910 to reflect the intervals that fall within the current
adjustable time window.

[0167] FIG. 20 is a diagram illustrating an exemplary
method of generating an ECG-type waveform in accordance
with certain aspects of the present disclosure. The systems,
methods, and computer-program products contemplated
herein may include some or all of the following features, in
any combination. At 2010, PPG signal data 1630, commu-
nicated by PPG sensor of a wearable device worn by a user,
can be received. At 2020, a heartbeat interval can be
determined from at least PPG signal data 1630. At 2030,
electrocardiogram (ECG)-type waveform 1720 can be gen-
erated at a graphical interface, the ECG-type waveform 1720
spanning the heartbeat interval.

[0168] Although a few embodiments have been described
in detail above, other modifications are possible. For
example, the method steps depicted in FIG. 7 and described
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herein do not require the particular order shown, or sequen-
tial order, to achieve desirable results.

[0169] Implementations of the current subject matter can
include, for example, performing calculations (e.g., deter-
mination of heartbeats, heartbeat intervals, processing of
signal data, scaling of waveforms, etc.) or displaying of any
of the graphical features (e.g., PPG plots, ECG-type wave-
forms, scatter plots, etc.) as described herein, at any com-
bination of computing systems and any combination of
programmable processors distributed across the computing
systems. Such computing systens can include smart phones,
smart watches, personal health monitoring devices, personal
computers, laptop or tablet computers, cloud-based servers
and networking environments, or the like. In this way, the
present disclosure contemplates technical solutions that can
be implemented at a single device, for example, entirely by
a smartwatch or personal health monitor. Other implemen-
tations of the technical solutions described herein can be
distributed across multiple devices, for example, acquiring
sensor data from a sensor in contact with a user, transmitting
the sensor data from the sensing device to a remote computer
such as a server through a smartphone, etc. The server may
execute instructions to perform certain calculations on the
data, and then transmit data and/or commands to one or
more recipient devices to cause the recipient devices to
display a specific graphical output, generate an alert, etc.
[0170] Implementations of the current subject matter can
include, but are not limited to, methods consistent with the
descriptions provided herein as well as articles that comprise
a tangibly embodied machine-readable medium operable to
cause one or more machines (e.g., computers, etc.) to result
in operations implementing one or more of the described
features. Similarly, computer systems are also contemplated
that may include one or more processors and one or more
memories coupled to the one or more processors. A memory,
which can include a computer-readable storage medium,
may include, encode, store, or the like, one or more pro-
grams that cause one or more processors to perform one or
more of the operations described herein. Computer imple-
mented methods consistent with one or more implementa-
tions of the current subject matter can be implemented by
one or more data processors residing in a single computing
system or across multiple computing systems. Such multiple
computing systems can be connected and can exchange data
and/or commands or other instructions or the like via one or
more connections, including but not limited to a connection
over a network (e.g., the internet, a wireless wide area
network, a local area network, a wide area network, a wired
network, or the like), via a direct connection between one or
more of the multiple computing systems, etc.

[0171] While certain features of the currently disclosed
subject matter are described for illustrative purposes in
relation to particular implementations, it should be readily
understood that such features are not intended to be limiting.
The claims that follow this disclosure are intended to define
the scope of the protected subject matter.

[0172] The present disclosure contemplates that the cal-
culations disclosed in the embodiments herein may be
performed in a number of ways, applying the same concepts
taught herein, and that such calculations are equivalent to the
embodiments disclosed.

[0173] One or more aspects or features of the subject
matter described herein can be realized in digital electronic
circuitry, integrated circuitry, specially designed application
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specific integrated circuits (ASICs), field programmable
gate arrays (FPGAs) computer hardware, firmware, soft-
ware, and/or combinations thereof. These various aspects or
features can include implementation in one or more com-
puter programs that are executable and/or interpretable on a
programmable system including at least one programmable
processor, which can be special or general purpose, coupled
to receive data and instructions from, and to transmit data
and instructions to, a storage system, at least one input
device, and at least one output device. The programmable
system or computing system may include clients and serv-
ers. A client and server are generally remote from each other
and typically interact through a communication network.
The relationship of client and server arises by virtue of
computer programs running on the respective computers and
having a client-server relationship to each other.

[0174] These computer programs, which can also be
referred to programs, software, software applications, appli-
cations, components, or code, include machine instructions
for a programmable processor, and can be implemented in a
high-level procedural language, an object-oriented program-
ming language, a functional programming language, a logi-
cal programming language, and/or in assembly/machine
language. As used herein, the term “machine-readable
medium” (or “computer readable medium”) refers to any
computer program product, apparatus and/or device, such as
for example magnetic discs, optical disks, memory, and
Programmable Logic Devices (PLDs), used to provide
machine instructions and/or data to a programmable proces-
sor, including a machine-readable medium that receives
machine instructions as a machine-readable signal. The term
“machine-readable signal” (or “computer readable signal”)
refers to any signal used to provide machine instructions
and/or data to a programmable processor. The machine-
readable medium can store such machine instructions non-
transitorily, such as for example as would a non-transient
solid-state memory or a magnetic hard drive or any equiva-
lent storage medium. The machine-readable medium can
alternatively or additionally store such machine instructions
in a transient manner, such as for example as would a
processor cache or other random access memory associated
with one or more physical processor cores.

[0175] To provide for interaction with a user, one or more
aspects or features of the subject matter described herein can
be implemented on a computer having a display device, such
as for example a cathode ray tube (CRT) or a liquid crystal
display (LCD) or a light emitting diode (LED) monitor for
displaying information to the user and a keyboard and a
pointing device, such as for example a mouse or a trackball,
by which the user may provide input to the computer. Other
kinds of devices can be used to provide for interaction with
a user as well. For example, feedback provided to the user
can be any form of sensory feedback, such as for example
visual feedback, auditory feedback, or tactile feedback; and
input from the user may be received in any form, including,
but not limited to, acoustic, speech, or tactile input. Other
possible input devices include, but are not limited to, touch
screens or other touch-sensitive devices such as single or
multi-point resistive or capacitive trackpads, voice recogni-
tion hardware and software, optical scanners, optical point-
ers, digital image capture devices and associated interpre-
tation software, and the like.

[0176] In the descriptions above and in the claims, phrases
such as “at least one of” or “one or more of” may occur
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followed by a conjunctive list of elements or features. The
term “and/or” may also occur in a list of two or more
elements or features. Unless otherwise implicitly or explic-
itly contradicted by the context in which it used, such a
phrase is intended to mean any of the listed elements or
features individually or any of the recited elements or
features in combination with any of the other recited ele-
ments or features. For example, the phrases “at least one of
A and B;” “one or more of A and B;” and “A and/or B” are
each intended to mean “A alone, B alone, or A and B
together.”” A similar interpretation is also intended for lists
including three or more items. For example, the phrases “at
least one of A, B, and C;” “one or more of A, B, and C;” and
“A, B, and/or C” are each intended to mean “A alone, B
alone, C alone, A and B together, A and C together, B and
C together, or A and B and C together.” Use of the term
“based on,” above and in the claims is intended to mean,
“based at least in part on,” such that an unrecited feature or
element is also permissible.

[0177] The subject matter described herein can be embod-
ied in systems, apparatus, methods, computer programs
and/or articles depending on the desired configuration. Any
methods or the logic flows depicted in the accompanying
figures and/or described herein do not necessarily require the
particular order shown, or sequential order, to achieve
desirable results. The implementations set forth in the fore-
going description do not represent all implementations con-
sistent with the subject matter described herein. Instead, they
are merely some examples consistent with aspects related to
the described subject matter. Although a few variations have
been described in detail above, other modifications or addi-
tions are possible. In particular, further features and/or
variations can be provided in addition to those set forth
herein. The implementations described above can be
directed to various combinations and subcombinations of the
disclosed features and/or combinations and subcombina-
tions of further features noted above. Furthermore, above
described advantages are not intended to limit the applica-
tion of any issued claims to processes and structures accom-
plishing any or all of the advantages.

[0178] Additionally, section headings shall not limit or
characterize the invention(s) set out in any claims that may
issue from this disclosure. Specifically, and by way of
example, although the headings refer to a “Technical Field,”
such claims should not be limited by the language chosen
under this heading to describe the so-called technical field.
Further, the description of a technology in the “Background”
is not to be construed as an admission that technology is
prior art to any invention(s) in this disclosure. Neither is the
“Summary” to be considered as a characterization of the
invention(s) set forth in issued claims. Furthermore, any
reference to this disclosure in general or use of the word
“invention” in the singular is not intended to imply any
limitation on the scope of the claims set forth below.
Multiple inventions may be set forth according to the
limitations of the multiple claims issuing from this disclo-
sure, and such claims accordingly define the invention(s),
and their equivalents, that are protected thereby.

What is claimed is:
1. A system comprising:
at least one programmable processor; and

a non-transitory machine-readable medium storing
instructions which, when executed by the at least one
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programmable processor, cause the at least one pro-

grammable processor to perform operations compris-

ing:

receiving photoplethysmogram (PPG) signal data com-
municated by a PPG sensor of a wearable device
worn by a user;

determining a heartbeat interval from at least the PPG
signal data; and

generating, at a graphical interface, an electrocardio-
gram (ECG)-type waveform, the ECG-type wave-
form spanning the heartbeat interval.

2. The system of claim 1 wherein the ECG-type waveform
includes a PQRST waveform that includes a plurality of
features representing electrical activity in a heart.

3. The system of claim 1, the operations further compris-
ing:

detecting, based on at least the PPG signal data, whether

an atrial fibrillation rhythm is represented in the PPG
signal data; and

suppressing a P-wave displayed within the ECG-type

waveform when the atrial fibrillation rhythm is
detected.
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4. The system of claim 1, the operations further compris-
ing:
detecting, based on at least the PPG signal data, whether
an atrial fibrillation rhythm is represented in the PPG
signal data; and
displaying a P-wave as part of the ECG-type waveform
when an atrial fibrillation rhythm is not detected.
5. The system of claim 1, the operations further compris-
ing:
calculating, based at least on the PPG signal data, a first
heartbeat interval,
calculating, based at least on the PPG signal data, a
second heartbeat interval, the second heartbeat interval
occurring after the first heartbeat interval; and
generating, at the graphical interface, a scatter plot depict-
ing a variation of heartbeat intervals, the scatter plot
including a graphical element at a location determined
at least by the first heartbeat interval and the second
heartbeat interval.
6. The system of claim 5, wherein the graphical interface
displays both the ECG-type waveform and the scatter plot.
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