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(57) ABSTRACT

Systems and methods for determining presence and/or physi-
ological motion of at least one subject using a Doppler radar
system having a quadrature receiver are provided. In one
example, the apparatus includes a transmitter for transmitting
a source signal, a quadrature receiver for receiving the source
signal and a modulated source signal (e.g., as reflected from
one or more subjects), and logic for mixing the source signal
and the received modulated source signal to generate in-phase
(1) and quadrature (Q) data, whereby nulls in the signal are
avoided. In one example, the quadrature receiver further
includes logic for center tracking quadrature demodulation.
The apparatus may further include logic for determining
physiological motion (e.g., heart rate and/or respiration rate
of a person) of a subject based on the source signal and the
modulated source signal.
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DETERMINING PRESENCE AND/OR
PHYSIOLOGICAL MOTION OF ONE OR MORE
SUBJECTS WITH QUADRATURE DOPPLER
RADAR RECEIVER SYSTEMS

RELATED APPLICATIONS

[0001] The present application is related to and claims ben-
efitofthe following U.S. provisional patent applications, Ser.
No. 60/833,705, filed July 25, serial no. 2006; 60/901,463,
filed Feb. 14, 2007; Ser. No. 60/801,287, filed May 17, 2006;
Ser. No. 60/834,369, filed Jul. 27, 2006; Ser. No. 60/815,529,
filed Jun. 20, 2006; Ser. No. 60/901,415, filed Feb. 14, 2007;
Ser.No. 60/901,416, filed Feb. 14,2007; Ser. No. 60/901,417,
filed Feb. 14, 2007, Ser. No. 60/901,498, filed Feb. 14, 2007;
Ser. No. 60/901,354, filed Feb. 14, 2007; and Ser. No. 60/901,
464, filed Feb. 14, 2007; all of which are hereby incorporated
by reference as if fully set forth herein.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

[0002] Certain aspects described herein were made, at least
in part, during work supported by a National Science Foun-
dation grant under contract ECS0428975. The government
may have certain rights in certain aspects of the invention.

BACKGROUND
[0003]

[0004] The present invention relates generally to systems
and methods for determining presence and/or physiological
motion with Doppler radar, and in one example, to systems
and methods for detecting the presence and/or physiological
motion of zero, one, or more subjects using at least one source
signal and multiple receivers.

[0005] 2. Related Art

[0006] The use of Doppler radar for detection of physi-
ological motion, e.g., related to respiratory rate and heart rate,
is known. One advantage of such a method is that subjects can
be monitored at a distance, without contact. Through the
Doppler effect an electromagnetic wave (e.g., an RF wave)
reflected at a moving surface undergoes a frequency shift
proportional to the surface velocity. If the surface is moving
periodically, such as the chest of person breathing, this can be
characterized as a phase shift proportional to the surface
displacement. If the movement is small compared to the
wavelength, e.g., when measuring chest surface motion
related to heart activity, a circuit that couples both the trans-
mitted and reflected waves to a mixer for comparison pro-
duces an output signal with a low-frequency component that
is directly proportional to the movement such that the heart
rate can be derived.

[0007] Commercially available waveguide X-band Dop-
pler transceivers, for example, have been shown to detect
respiratory rate and heart rate of a relatively still and isolated
subject (e.g., low noise environments from background scat-
ter). Further, Doppler sensing with communications signals
in the 800-2400 MHz range has been demonstrated for both
detection of surface and internal heart and respiration motion,
and higher frequency signals e.g., in the 10 GHz range, have
been demonstrated for detection of cardiopulmonary motion
at the chest surface, even through clothing. While reliable
heart and respiration rate extraction can be performed for

1. Field
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relatively still and isolated subjects, it is a major challenge to
obtain useful data in the presence of random motion of the
human target, peripheral human subjects, other moving
objects, unknown or known number of subjects with range,
and so on.

[0008] Many contact (such as ECG, EEG) and non-contact
medical measurements (such as fMRI) also suffer from
motion artifacts due to random motion of the subject during
measurements. Various Digital Signal Processing (DSP)
techniques have been used to extract useful data from such
measurements. When Doppler radar sensing is performed ata
close proximity with the subject (e.g., less than 1 meter),
similar motion artifacts from a subject’s random motion are
encountered, and can be filtered out from the signal; however,
if Doppler radar sensing is performed at a distance (e.g.,
greater than 1 meter), motion in the subject’s background
from other subjects and objects, in addition to movements by
the subject’s hands, head, etc. may affect the measurement.
The use of higher (millimeter-wave) frequencies and more
directive antennas may help avoid some background motion
and noise; however, such systems are generally costly, require
accurate aiming at the subject, and allow monitoring of only
one subject at the time.

[0009] Accordingly, background noise (including both
environment noise and the presence of multiple subjects) has
been a barrier to many aspects of Doppler sensing of physi-
ological motion such as cardiopulmonary information,
whether from a single subject or multiple subjects.

BRIEF SUMMARY

[0010] According to one aspect of the present invention a
system and method are provided for determining presence
and/or physiological motion of at least one subject using a
Doppler radar system. In one example, the apparatus includes
at least two inputs for receiving a transmitted signal (e.g., a
continuous wave signal), the transmitted signal modulated
during reflection from at least one subject, and logic (e.g.,
hardware, software, and/or firmware; digital and/or analog
logic) for determining presence and/or physiological motion
associated with the at least one subject (e.g., a heart rate
and/or respiration rate of the subject). In one example the
logic includes comparing (e.g., mixing) the received signal
with the source signal. The apparatus may further comprise
logic for quadrature detection of the received signals, and
may include various blind source separation algorithms for
detecting signals associated with separate subjects.

[0011] The apparatus may further include one or more
transmitter antennas for transmitting the source signal. The
apparatus may further comprise or access logic for encoding
signals for transmission via the antennas, and in one example,
vector encoding logic for causing transmission of orthogonal
signals via at least two antennas.

[0012] Inanother example, apparatus for determining pres-
ence and/or physiological motion of multiple subjects
includes a transmitter antenna for transmitting a source sig-
nal, at least two receiver antennas for receiving the transmit-
ted signal, and logic for comparing the received signal with
the transmitted signal for determining a number of subjects
modulating the signal. The comparison of the signals may
indicate how many subjects are within range of the transmit-
ted signal, e.g., and have reflected the transmitted signal. The
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apparatus may further include logic for isolating at least one
subject and/or determining cardiopulmonary motion associ-
ated with at least one subject.

[0013] The apparatus may further comprise multiple anten-
nas, and may comprise or access logic for encoding signals
for transmission via the multiple antennas. The apparatus
may further comprise logic for quadrature detection of the
received signals, and may include various blind separation
algorithms for detecting signals associated with separate sub-
jects.

[0014] In another aspect and example of the present inven-
tion, subjects may include or wear a transponder that moves
with the motions of the body and works with incident Doppler
radar signals to produce a return signal that may be more
readily detected and/or isolated; for example, altering the
transmitted signal in frequency and/or time may allow for
improved isolation of received signals associated with sub-
jects from noise and/or extraneous reflections. The transpon-
ders may additional detect and encode biometric information.
Additionally, such transponders may assist in distinguishing
detected subjects from other subjects (e.g., subject A from
subject B, doctor from patient, rescuer from injured, and so
on), whether or not the other subjects are also wearing tran-
sponders.

[0015] According to another aspect of the present inven-
tion, a method for determining presence and/or physiological
motion of multiple subjects is provided. In one example, the
method includes receiving a signal at two or more receivers,
the signal associated with at least one source signal and
modulated by motion of a plurality of subjects. The method
further including comparing the received signals with the at
least one source signal and determining a number of subjects
modulating the source signal. The method further includes
isolating at least one subject and determining cardiopulmo-
nary motion associated therewith.

[0016] According to another aspect of the present inven-
tion, a computer program product comprising computer pro-
gram code for determining presence and/or physiological
motion of multiple subjects is provided. In one example, the
product comprises program code for determining physiologi-
cal motion associated with at least one subject based on a
source signal and a received transmitted source signal. For
example, the program code may analyze a mixed signal of the
received signal and the source signal according to various
algorithms to determine cardiopulmonary motion, isolate and
track subjects, and the like.

[0017] According to another aspect of the present invention
a system and method are provided for determining presence
and/or physiological motion of at least one subject using a
Doppler radar system having an analog or digital quadrature
receiver. In one example, the apparatus includes a transmitter
for transmitting a source signal, a quadrature receiver for
receiving the source signal and a modulated source signal
(e.g., as reflected from one or more subjects), and logic for
mixing the source signal and the received modulated source
signal to generate in-phase (I) and quadrature (Q) data,
whereby nulls in the signal are avoided. In one example, the
quadrature receiver further includes logic for center tracking
for quadrature demodulation. The apparatus may further
include logic for determining physiological motion (e.g.,
heart rate and/or respiration rate of a person) of a subject
based on the source signal and the modulated source signal.
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[0018] The apparatus may further include logic for arctan-
gent demodulation of the 1 and Q data, and in another
example, logic for removing DC offsets from the Tand Q data
(whether the DC components is from objects in range or
components of the receiver). The apparatus may further
include logic for measuring and/or compensating for phase
and amplitude imbalance factors. In one example, the appa-
ratus may include a phase shifter for introducing a local
oscillator (LO) signal, and determining phase and amplitude
imbalance between the received signal and the LO signal. The
apparatus may further include a voltage controlled oscillator
for providing both the transmitted and LO signals, wherein
the LO signal is further divided to provide two orthonormal
baseband signals.

[0019] According to another aspect ofthe present invention
adataacquisition system for Doppler radar sensing of present
and physiological motion is provided. In one example, the
data acquisition apparatus includes an analog to digital con-
verter, and an automatic gain control unit, where the analog to
digital converter and the automatic gain control unit are con-
figured to increase the dynamic range of the system, by modi-
fying the DC offset value and gain for the signal of interest.
Additionally, the system may include a first analog to digital
converter and a DAC for acquiring a DC offset value and
outputting a reference, as well a VGA and a second analog to
digital converter for providing feedback for the automatic
gain control unit. The data acquisition system may further
include logic for performing arctangent demodulation of the
received signals.

[0020] According to another aspect and example, a method
for determining presence and/or physiological motion of at
least one subject using a quadrature Doppler receiver is pro-
vided. In one example, the method comprises receiving a
source signal and a modulated source signal, the modulated
source signal associated with a transmitted signal reflected
from at least one subject, and mixing the source signal and the
modulated signal to generate in-phase (I) and quadrature (Q)
data. The method may further include various demodulation
methods, e.g., linear and non-linear demodulation processes.

[0021] According to another aspect and example of the
present invention, a computer program product comprising
computer-readable program code for determining physi-
ological presence and motion of a subject in a Doppler radar
system is provided. In one example, the product comprises
program code for determining physiological motion associ-
ated with at least one subject from in-phase (I) and quadrature
(Q) data output from a quadrature receiver and based on a
source signal and a modulated source signal having been
modified by at least one subject. The program code may
further include program code for various demodulation meth-
ods, e.g., linear and non-linear demodulation processes.

[0022] According to another aspect ofthe present invention
asystem and method are provided for detecting physiological
motion of at least one subject using a Doppler radar system
and determining a number of subjects within range. In one
example, the apparatus includes a receiver for receiving a
transmitted source signal, the transmitted source signal
modulated by at least one subject, logic for mixing the
received transmitted signal and a local oscillator signal, and
logic for performing a Generalized Likelihood Ratio Test
(GLRT) on the mixed signal to determine a number of sub-
jects modulating the signal.



US 2008/0119716 A1l

[0023] According to another aspect, a method for determin-
ing a number of subjects in Doppler radar system is provided.
In one example, the method includes receiving a transmitted
source signal, the transmitted source signal modulated by at
least one subject, mixing the received transmitted signal and
a local oscillator signal, and performing a generalized likeli-
hood ratio test on the mixed signal to determine a number of
subjects modulating the signal.

[0024] According to another aspect, a computer program
product comprising computer-readable program code for
determining a number of subjects in a Doppler radar system is
provided. In one example, the program code is for performing
a generalized likelihood ratio test on a mixed signal of a
received transmitted signal modulated by at least one subject
and a source signal, and determining a number of subjects
modulating the received transmitted signal.

[0025] The various aspects and examples of the present
inventions are better understood upon consideration of the
detailed description below in conjunction with the accompa-
nying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0026] FIG. 1 illustrates an exemplary system for sensing
physiological movement of a subject.

[0027] FIG. 2A illustrates an exemplary system for sensing
physiological movement of a subject using a quadrature
receiver.

[0028] FIG. 2B illustrates an exemplary system for sensing
physiological movement of a subject using multiple quadra-
ture receivers.

[0029] FIG. 2C illustrate another exemplary Doppler radar
system architecture.

[0030] FIG. 3 illustrates an exemplary method for sensing
physiological motion associated with a subject.

[0031] FIG. 4 illustrates a block diagram of an exemplary
Single Input Multiple Output (SIMO) system for detection of
physiological motion and/or the number of subjects.

[0032] FIG.5illustrates an exemplary Multiple Input Mul-
tiple Output (MIMO) system for detection of physiological
motion and/or the number of subjects.

[0033] FIG. 6 illustrates an exemplary method for sensing
physiological motion associated with a subject with a SIMO
or MIMO system

[0034] FIG. 7 illustrates an exemplary multistatic Doppler
radar system which may be use with a SIMO or MIMO
system.

[0035] FIGS. 8A and 8B illustrate exemplary monostatic
and multistatic architectures.

[0036] FIG. 9 illustrates a plot of a pre-envelope reference
ECG signal from a heartbeat signal measured using a finger
pulse sensor.

[0037] FIG. 10 illustrates a comparison of various exem-
plary algorithms; specifically. failure rate as a function of
SNR.

[0038] FIG. 11 illustrates an exemplary Doppler sensing
system and an exemplary transponder tag, which may be
wearable by a subject.
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[0039] FIGS. 12A and 12B illustrate another exemplary
Doppler sensing system and an exemplary transponder tag.

[0040] FIG. 13 illustrates an exemplary thermally-variable
RF inductor for use with a transponder.

[0041] FIGS. 14A-14G illustrate an exemplary fabrication
process for fabricating a transponder.

[0042] FIGS. 15 and 16 illustrate exemplary performance
data of different demodulation methods.

[0043] FIG. 17 illustrates an exemplary system for measur-
ing imbalance factors of an exemplary quadrature receiver.

[0044] FIG. 18 illustrates data for an exemplary phase
shifter control voltage system.

[0045] FIG. 19 illustrates an exemplary Doppler radar sys-
tem according to another example.

[0046] FIGS.20A-20C illustrate exemplary data according
to illustrative examples.

[0047] FIGS.21A and 21B illustrate exemplary systems for
DC offset measurements.

[0048] FIGS. 22-25
demodulated signal data.

illustrate exemplary arctangent

[0049] FIGS. 26 and 27 illustrate data associated with
exemplary center tracking methods and systems.

[0050] FIG. 28 illustrates an exemplary data acquisition
system.

[0051] FIGS. 29-31 illustrate exemplary data according to
GLRT methods.

[0052] FIG. 32 illustrates exemplary data according to one

example of detecting cardiopulmonary movement of a sub-
ject.

[0053] FIG. 33 illustrates exemplary data for the separation
of two heartbeats using a CM algorithm.

DETAILED DESCRIPTION

[0054] The following description is presented to enable a
person of ordinary skill in the art to make and use various
aspects of the inventions. Descriptions of specific devices,
techniques, and applications are provided only as examples.
Various modifications to the examples described herein will
be readily apparent to those of ordinary skill in the art, and the
general principles defined herein may be applied to other
examples and applications without departing from the spirit
and scope of the inventions. Thus, the present inventions are
not intended to be limited to the examples described herein
and shown, but are to be accorded the scope consistent with
the claims.

[0055] The following description begins with a broad
description of various exemplary Doppler radar sensing sys-
tems and methods, which may be used to detect the presence
of subjects through barriers (e.g., through clothing and walls)
and detect presence and monitor physiological motions such
as a subject’s heart beat and respiration rate. This is followed
by exemplary devices, algorithms, and methods, which may
be utilized (alone or in combination) with the various exem-
plary Doppler radar sensing systems and methods to deter-
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mine the number of subjects within range of a system, sepa-
rate and isolate subject’s motion data from noise as well as
other subjects, and the like.

Exemplary Doppler Radar Sensing Systems and Methods

[0056] FIG. 1 illustrates an exemplary Doppler radar sys-
tem having a single input single output antenna for measuring
physiological motion (e.g., chest motion) associated with
respiration and/or heart activity. The exemplary Doppler
radar system comprises a continuous wave (CW) radar sys-
tem that transmits a single tone signal at frequency f. The
transmitted signal is modulated upon reflection from a subject
at a nominal distance d_, with a time-varying displacement
given by x(t). For example, the reflected signal may be ampli-
tude, frequency, and phase modulated. Assuming small peri-
odic displacement of the subject, for example, due to respi-
ration and/or heart activity, phase modulation may be
determined from the received signals (note that internal body
reflections are greatly attenuated, more severely with increas-
ing frequency, and can generally be dismissed depending on
the particular frequency and system). At the receiver, neglect-
ing residual phase noise, the received signal can be given by
R(t) in Equation 1, where A is the wavelength of the CW
signal:

4nd, _ Arx(r) €8]

R(D) = cos|2nfi — b 3

[0057] The received modulated signal is related to the
transmitted source signal with a time delay determined by the
nominal distance of the subject, and with its phase modulated
by the periodic motion of the subject. The information about
the periodic subject motion can be extracted if this signal is
multiplied by a local oscillator (LO) signal that is associated
with the transmitted source signal as illustrated in FIG. 1. For
example, when the received and 1O signals are mixed and
then low-pass filtered, the resulting baseband signal contains
the constant phase shift dependent on the distance to the
subject, d_, and the periodic phase shift resulting from subject
motion.

[0058] If the received signal and the LO signal are in
quadrature, and for displacement small compared to the sig-
nal wavelength, the baseband output is approximately pro-
portional to the time-varying periodic chest displacement,
x(t). The amplitude of the chest motion due to respiration is
expected to be on the order of 10 mm, and due to heart activity
on the order of 0.1 mm. Even though the exact shape of the
heart signal depends on the location of the observed area on
the subject, overall characteristics and frequency content are
generally similar throughout the chest. Since microwave
Doppler radar is expected to illuminate a whole chest at once,
the detected motion will be an average of local displacements
associated with particular chest areas.

[0059] Although illustrated as a CW radar system, other
Doppler radar systems are possible. For example, a frequency
modulated CW (FM-CW) radar system or a coherent pulsed
radar system may be similarly constructed and used for
detecting physiological motion of a subject. Additionally,
exemplary radar system described here transmit a source
signal having a frequency in the range of 800 MHzto 10 GHz,
but lower or higher frequencies are contemplated and pos-
sible.
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[0060] Other exemplary transmitter transceiver systems for
determining presence and/or physiological motion are illus-
trated in FIGS. 2A-2C. With reference to FIG. 2A, a direct-
conversion Doppler radar system with a quadrature receiver
200 and transmitter/receiver antenna 10/12 is illustrated. The
exemplary system operates to extract the phase shift propor-
tional to physiological displacement, e.g., due to cardiopul-
monary activity. In particular, a voltage controlled oscillator
(VCO) 202 provides both the source signal for transmission
and a local oscillator (LO) signal. The LO signal is divided by
a two-way 90° splitter to obtain two orthonormal baseband
signals for mixing with the received, modulated signal. The
two baseband signals are mixed with the received signals to
provide I and Q outputs, which can be easily compared to
determine phase and amplitude imbalance factors.

[0061] FIG. 2B is similar to that of FIG. 2A; however, the
exemplary Doppler radar system illustrated includes two
receivers 201 in communication with two receiver antennas
12 and at least one transmitter antenna 10 (which could be
shared with one of the receiver antennas similar to that of FIG.
2A). In other examples, transmitter antenna 10 may be
located remotely to one or both of receivers 201 and receiver
antennas 12 (for example, with a separate device). In this
example, both receivers 201 are quadrature receivers, receiv-
ing the transmitted source signal from the VCO and mixing
appropriately with the received signals, including splitting
the source signal with 90° splitters and mixing with the
received transmitted signal (which is modulated due to reflec-
tion from one or more subjects 100). As described in greater
detail below, multiple receivers may allow for detection of
multiple subjects, location of the subjects, isolation of sub-
jects, and so on. It is further noted that an antenna may operate
as both a transmitter and receiver of the signal (e.g., as shown
in FIGS. 1 and 2A).

[0062] FIG. 2C illustrate another exemplary digital IF Dop-
pler radar system architecture. In this example, the receiver
201 includes an analog and digital stage as shown. Addition-
ally, exemplary components and component values are
shown; however, it will be understood by those of ordinary
skill in the art that a digital system may be implemented in
various other fashions. Further, the transmitter 12 may be
remote to or local to the receiver 201, and receiver 201 may be
implemented with a SIMO or MIMO system.

[0063] Itwill be recognized by those of ordinary skill in the
art that various other components and configurations of com-
ponents are possible to achieve the described operation of the
receivers. Further, various Doppler radar sensing systems and
methods described herein may be implemented alone or in
combinations with various other system and methods. For
example, a system may combine exemplary systems
described with respect to FIGS. 1, 2A-2C to include one or
more transmitters and one or more receivers (and associated
antennas).

[0064] FIG. 3 illustrates an exemplary method 300 for
determining presence and physiological motion of at least
one subject using a multiple antenna system such as that
illustrated in F1G. 2B or 2C. The exemplary method includes
receiving a transmitted signal via at least two antennas, each
in communication with a receiver at 310. The received trans-
mitted signal having been modulated due to reflection from
physiological motion of at least one subject. In one example,
each receiver includes a quadrature receiver for mixing the
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received modulated signal with a source signal at 320. For
example, an LO signal associated with the source signal
transmitted (whether transmitted locally or remotely to the
receivers) is mixed with the received modulated signal. The
method further includes determining a characteristic of
physiological motion associated with a subject at 330 based,
at least in part, on the comparison of the received transmitted
signal (having been modulated by a subject) and the source
signal.

[0065] FIGS. 4 and 5 illustrate an exemplary single input
multiple output (SIMO) system and an exemplary multiple
input multiple output (MIMO) system respectively. SIMO
and MIMO architectures, similar to those illustrated in FIGS.
4 and 5, have been used in wireless communication systems,
e.g., to provide diversity gain and enhance channel capacity
respectively.

[0066] A MIMO architecture as employed for a wireless
communication system, for instance, takes advantage of ran-
dom scattering of radio signals between transmitter and
receiver antennas. This scattering is conventionally known as
multipath, since it results in multiple copies of the transmitted
signal arriving at the receivers via different scattered paths. In
conventional wireless systems, however, multipath may
result in destructive interference, and is thus generally con-
sidered undesirable. However, MIMO systems may exploit
multipath to enhance transmission accuracy by treating scat-
tering paths as separate parallel subchannels. One known
technique includes Bell-Labs Layered Space-Time
(BLAST), which is described, e.g., in “Layered Space-Time
Architecture for Wireless Communication in a Fading Envi-
ronment When Using Multiple Antennas,”Bell Labs Techni-
cal Journal,Vol. 1, No. 2, Autumn 1996, pp. 41-59, and which
is incorporated herein by reference. Broadly speaking, the
BLAST technique includes splitting a user’s communication
data stream into multiple substreams, using orthogonal codes
in the same frequency band, where each transmitter antenna
transmits one such substream. On the other end, each receiver
antenna receives a linear combination of all transmitted sub-
streams, and due to multipath, these combinations are slightly
different at each receiver antenna.

[0067] While SIMO systems in wireless communications
can provide diversity gain, array gain, and interference can-
celing gain, they provide only one source signal. In the case of
Doppler radar, however, for a single transmitter antenna,
there are essentially as many independent signals as there are
scatterers because a subject and objects in the subject’s vicin-
ity will scatter signal waves (thereby acting as secondary
sources) resulting in independent phase shifts as illustrated in
FIG. 4. For example, with the use of N receiver antennas, N
linear combinations of scattered signals are received. Addi-
tionally, each transmitter Tx antenna in a Doppler radar sys-
tem can be identified by orthogonal codes or slightly shifted
frequencies to simplify channel estimation.

[0068] With reference to FIG. 4, various exemplary algo-
rithms and hardware implementations for SIMO Doppler
sensing of presence and physiological movement (e.g., car-
diopulmonary activity) of one or more subjects are now
described. In particular, exemplary SIMO system 400
includes a transmitter (Tx) 10, for transmitting a signal and
multiple receivers (Rx) 12 (e.g., at least two receivers 12).
Additionally, SIMO system 400 includes vector signal pro-
cessing apparatus 14, comprising logic for analyzing received
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signals according to the various examples provided herein.
Forexample, vector signal processing apparatus 14 may com-
prise logic operable for receiving signals associated with the
received modulated signals (e.g., from one or more subjects
100) and determining physiological movement associated of
with one or more subjects. Specifically, vector signal process-
ing apparatus 14 includes logic (e.g., hardware, software,
and/or firmware) operable to carry out the various methods,
processes, and algorithms described herein. For instance, the
logic may be operable to demodulate received signals, pet-
form Blind Source Separation (BSS) processes (of which
exemplary BSS methods are described in greater detail
below), determine the number of subjects modulating the
received signals, determine heart rate and/or respiration rate
of one or more subjects, and so on as described herein. Addi-
tionally, it should be understood that vector signal processing
apparatus 14 may be in communication with transmitter 10 or
vector encoding apparatus 20 (e.g., to receive the source
signal itself or other data associated with the transmitted
signal).

[0069] In one example, receivers 12 are configured as
quadrature receivers (e.g., as described with reference to
FIGS. 2A-2C). Initially, to describe the exemplary operation
of SIMO system 400 according to one example, a simple case
of a signal received from a single subject 100 arriving through
asingle path at receivers 12 is considered. In such an instance,
the sampled, baseband received signal at the n-th receiver 12
in SIMQO system 400 with quadrature receivers can be written
as

Tlt) = exp(j(Kx(D) + (@) + wi (1),

n=0..M-1

_ 2rd . Ko iz
¢ = —sinly), K= —

[0070] foralinear array, with angle of incidence v and noise
w(t). If the signal received at the M receivers is collected into
a vector, this can be written as

HO=expRMO)s(py+w (D)

s@)=[Lexp(i9), - .. , expli(M-1)9)]"
[0071] Ifthe signal arrives through several paths with dif-
ferent angle of incidences (e.g., as illustrated in FIG. 4 due to

various objects and subjects in the environment), the received
signals can be written as

) =

P

P
exp(J(Kx()s(gp) + w(r)
=1

= exp(j(Kx(1))s + w(r)

[0072] Thus, the received signals may be characterized by
acharacteristic vector s. Ifthere are S subjects 100 at different
locations, as illustrated in FIG. 4, they will likely have differ
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ent direction of arrival (DOA) vectors s, and the total received
signal can be written as

s 0
()= ) exp((Kx, (0)sg +w(D)

s=1

= Mx(7) + w(7)
M =[s51,52, ... 55]

(1) = [exp(jKxy (1), explKxz(0), ... . exp(iKns ()]

[0073] The resulting matrix is an MxS matrix. If subjects
100 are moving (e.g., the subject is changing positions as
opposed to periodic motion associated with heart rate and
respiration), M will additionally be a time-varying matrix;
however, a stationary example will be described first. Two
exemplary methods are provided for the above MxS matrix; a
disjoint spatial-frequency method and a joint spatial-fre-
quency method.

[0074] Initially, it should be recognized that the problem
stated in equation (2) can be considered a blind source sepa-
ration (BSS) problem, in which case each signal in x(t) is
modeled as a random signal and a suitable BSS algorithm
may be applied for determining the number of subjects and
physiological motion thereof.

[0075] The method further includes determining the num-
ber of subjects using BSS. In one example, this is done by first
separating sources using a BSS algorithm tailored to extract-
ing respiration and heartbeat, as opposed to a general BSS
algorithm (of which an example is described below). The
separated sources are then examined to determine if they are
actual sources of physiological motion, for example by a
GLRT algorithm (described herein) or the like.

[0076] The method may further comprise separating the
heart and respiration signals and tracking the heart rate and
respiration rate. In one example, the method includes sepa-
rating the heart and respiration rates in the frequency domain
(e.g., via suitable filtering techniques). More advanced
approaches, such as adaptive filtering processing methods
may also be used, and in one example, since the respiration
signal is much stronger, one exemplary method includes
determining the respiration signal using a parametric model,
and then subtracting the signal, similar to interference can-
cellation used in conventional CDMA and ECG techniques.

[0077] A second exemplary method for the MxS matrix
includes the joint spatial-frequency method. In comparison,
the disjoint approach above approximates the source signals
x(t) to be stationary and are separated in the spatial domain.
One consequence is that the disjoint approach can typically
only separate M—1 subjects. Improved performance may be
achieved if the signal r(t) is examined in both space and
frequency. Different sources can be expected to have both
different spatial and frequency signatures resulting in a 2-di-
mensional source separation problem. Further, since heart
and breathing rates are time-varying, exemplary time-fre-
quency analysis methods, such as wavelet transforms, are
described.

[0078] Ifasubjectmoves (e.g., in addition to cardiopulmo-
nary motion), the effect on equation (2) is twofold. First,
assuming an approximately constant motion, the effect on the
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received signal is a constant frequency shift, i.e., the baseband
received signal will be exp(j(Kx_(t)+m_t)). Second, the mix-
ing matrix M becomes time-varying. Conventional BSS algo-
rithms and methods are typically used in application having
stationary sources with a few exceptions, e.g., relating to
speech separation such as “Dynamic Signal Mixtures and
Blind Source Separation,”Proceedings of the IEEE Interna-
tional Conference on Acoustics, Speech, and Signal Process-
ing, ICASSP *99, pp. 1441-1444, March 1999, which is
incorporated herein by reference.

[0079] Accordingly, in this exemplary joint spatial-fre-
quency method, subjects areisolated and tracked according to
their movement. An exemplary method for tracking subjects
according to their movement can be achieved through filter-
ing, e.g., with an adaptive filter or Kalman filtering as
described by S. Haykin, “Adaptive Filter Theory.” 4% edition,
Prentice-Hall, N.J., 2002, which is incorporated herein by
reference. As the moving subjects are tracked by receivers 12
the heart rate and respiration rate data may be extracted from
the received signals. In another example, subjects can be
tracked, and their heart rate determined during pauses in
motion (e.g., although subjects may move around in a room,
they are stationary most of the time).

[0080] With reference again to FIG. 5, exemplary MIMO
system 500 will be described in greater detail. MIMO system
500 is similar to SIMO system 400, however, multiple trans-
mitters (Tx) 10 for transmitting multiple source signals and
multiple receivers (Rx) 12 (similar to SIMO system 400,
which may include quadrature receivers) are implemented.
Additionally, MIMO system 500 includes vector encoding
apparatus 20, comprising logic for encoding signals for trans-
mission via transmitters 10, and vector signal processing
apparatus 14, comprising logic for analyzing received signals
as described. It should be noted that the components illus-
trated in FIG. 5 may be included with a single apparatus or
system, or divided (e.g., by transceiver and receiver side) in
various fashions; for example, a single chip or package (see,
e.g., FIG. 7) may include both a transmitter 10 and receiver 12
associated therewith.

[0081] MIMO systems may be divided generally into non-
coherent systems and coherent systems. An exemplary non-
coherent MIMO system comprises N transmitters 10 with a
transmitter antenna associated with each. Further, transmit-
ters 10 may be spatially separated and may use unsynchro-
nized oscillators. Each transmitter 10 may be controlled (e.g,,
via vector encoding apparatus 20) such that each transmitter
10 transmits a different modulated signal. In one example, the
transmitted signals are orthogonal, which may be achieved in
different ways; for example, the transmitters can transmit at
different times, at different frequencies, or using different
codes. These three approaches correspond generally to
TDMA, FDMA, and CDMA multiple-access in communica-
tion systems. A CDMA approach could use one of a number
of different designs of (near) orthogonal codes for MIMO
communication systems. With orthogonal transmission, the
different signals may be completely separated at the receiver
using a matched filter. The received signal due to the i-th
transmitter can then be written as:

r(B=Mx()+w, (D
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[0082] This can be collected into a larger vector

\ ()
(D)

[0083] Note thatn(t) is still white Gaussian noise due to the
orthogonality of the transmitted signals. Further, the total
matrix is an MNxS matrix, and that all the M; matrices can be
different. The system is similar to SIMO system 400
described previously, and the algorithms described there can
be used in a similar fashion. Thus, an (N, M) MIMO system
can allow for the separation of a number of subjects propor-
tional to MN, whereas using M+N antennas at a receiver only
allows for separation of a number of subjects proportional to
M+N (assuming the total matrix has full rank, and this will in
practice give the limit of the resolution).

M,

x(2) + w(D)

My

[0084] If the transmitters are not controlled, for example,
relying on existing signal sources in the environment (e.g.,
pseudo-passive sensing), the system may operate without
explicitly separating the transmitters, operating as a SIMO
system. In some examples, however, it is possible to separate
the individual sources; for example, if the sources used are
CDMA cell-phone signals, different cell-phones use different
codes, which can be separated blindly without knowledge of
the codes. Once the transmitter sources have been identified,
a suitable BSS algorithm or method can be used to separate
the signal sources as described above.

[0085] In an exemplary coherent MIMO system the N
transmitter antennas are located with or synchronized with a
single transmitter 10 (e.g., via vector encoding apparatus 20)
and synchronized to the same source/LO carrier. Further,
instead of letting each antenna transmit an independent sig-
nal, all antennas transmit Q orthogonal signals (where Q
might be larger or smaller than N), as follows

Q
B = aghy(o

g=1

[0086] where a, is a complex vector. As for the coherent
system, the Q orthogonal systems can be separated at the
receiver 12 by matched filtering. The received signal due to a
single subject for the g-th transmitted signal is now modified
to

P

N
FgD)= ) > eXpUKK(D)agn5(8p) + WD)

nel p=l

= exp(j(Kx(t))s(ag) + (1)

and the total received signal
ro(B=Mylax(ti+w(7)

M(ag=[s1(ag)sx(ag). - . ss(ay)] 4
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[0087] and the received signal from all q transmitted signals

1 (l;i M, (aq)
o= )+ w)
ro@ | | Molay)

[0088] The difference between equation (4) and (3)
includes that the system (e.g., vector signal processing appa-
ratus 14) can control the mixing matrix. This may be used, for
example, to maximize rank, and further to control the singular
values toward the best case of having all identical singular
values. In the simplest case, with no multipath, the a, can be
used to beamform in the direction of subjects of interest, to
separate subjects or separate different parts of the torso of a
single subject. Additionally, an adaptive feedback approach
may be used to optimize the coefficients a,.

[0089] FIG. 6illustrates an exemplary method 600 for sens-
ing physiological motion of at least one subject using a
MIMO system such as that illustrated in FIG. 5. The exem-
plary method includes transmitting one or more source sig-
nals via at least two transmitters (or at least two transmitter
antennas) at 610. As described previously, each transmitter
may transmit the same signal, different modulated signals,
orthogonal signals, etc. Method 600 further includes receiv-
ing the transmitted signal via at least two antennas, each in
communication with at least one receiver device at 620, the
received signal having been reflected and modulated by
movement of at least one subject. In one example, each
receiver includes a quadrature receiver for mixing the
received modulated signal with at least one of the transmitted
source signal at 630. Method 600 further includes determin-
ing a number of subjects modulating the transmitted source
signals and/or a characteristic of physiological motion asso-
ciated with the subjects based, at least in part, on a compari-
son of the received and transmitted signals.

[0090] FIG. 7 illustrates an exemplary multistatic Doppler
radar sensing system and method having an array of distrib-
uted receiver nodes (which may be used similar to exemplary
MIMO or SIMO system described above). In particular, a
transmitter 10, remote to multiple node receivers 12, trans-
mits a source signal (LO), which is received directly by the
antenna associated with each of receivers 12. The transmitted
source signal also reflects from subject 100 and is modulated
accordingly. Specifically, each receiver 12 further receives
the transmitted source signal modulated upon reflection with
subject 100. Receivers 12, which may include quadrature
receivers, mix the source signal (LO) and modulated signal
(RF) to produce a phase-demodulated output, which includes
components related to the motion of one or more nearby
subjects 100. The mixed signals may be communicated to
vector signal processing 12 (which may be local or remote to
a receiver 12) for determining heart rate and/or respiratory
motion, subject location, and/or the number of subjects from
the signal data.

[0091] Additionally, a distributed array of receivers 12
(e.g., as a networked array of nodes), similar to a SIMO
system, may be networked together to increase resolution
and/or sense multiple subjects 100. In one example, where
receivers 12 are distributed over large areas, e.g., on the order
of several meters to kilometers or more, the source signal may
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be transmitted from a high altitude relative to the receivers
(e.g., via a tower or helicopter). In addition to an array of
receivers 12, and array of transmitters 10 are also possible,
similar to the described MIMO systems.

[0092] 1In oneexample, a multistatic architecture may fur-
ther compensate for vibrations of the transceiver, e.g., from
user “hand-shake,” by leveraging the array of receiver nodes.
FIGS. 8A and 8B illustrate exemplary monostatic and multi-
static Doppler radar sensing systems, respectively; and in
particular, FIG. 8B illustrates an exemplary system and
method for compensating for shake or jitter of a transmitter
and/or receiver device. FIG. 8A illustrates an exemplary
mono-static direct-conversion microwave Doppler radar sys-
tem. Phase stability of the subject measurement system
affects the accuracy of the phase demodulation. For example,
it has been shown that if the transmitted signal and the local
oscillator (LO) are derived from the same source, the range
correlation effect greatly reduces detrimental effects of elec-
trical phase noise of the signal source. This reduction in
output signal noise is inversely proportional to the phase
delay between the local oscillator and the received phase
modulated signal. If the transceiver is a hand-held device,
which could be for example used for search and rescue opera-
tions or sense through the wall military applications, “hand-
shake” of the user (or other vibrations on the transceiver) will
introduce path length change that will appear as phase noise
in the demodulated base-band signal. In case of the mono-
static radar this noise does not appear in the LO path and thus
there is no benefit of range correlation, Therefore such “shak-
ing” typically results in signal degradation that obstructs the
detection of cardiopulmonary signals.

[0093] Theuse ofa bistatic or multistatic radar system with
areceiver (sensor node) placed in the vicinity of the subject as
illustrated in FIG. 8B may reduce the described signal deg-
radation. In one example, receiver or node 812 comprises an
antenna and a mixer operable to receive both the direct signal
(LO) from the transmitter 810, and the signal reflected from
subject 100. The two signals are both subject to the same
“mechanical” phase noise from transmitter 810. If these path
lengths are similar, there can be significant phase noise reduc-
tion due to the range correlation effect, thus enabling accurate
detection subject motion.

[0094] In one example, the transmitted signal from an
exemplary CW radar system has the form
S(t)=cos(wg?) (5)

[0095] Where w, is the radian oscillation frequency. This
signal reflected from the subject 100 will be demodulated at
the mono-static end as

S0 = Acos(— 47{/5'[7 ] ©

[0096] where A is the wavelength and R,,, is the time-vary-
ing distance of the subject’s chest from the transmitting
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antenna. On the other hand, the total RF signal received at the
multistatic sensor node 812 of FIG. 8B is

(U (W (@3]
Spre(l) = Bcos(wot - —ORm) + Ccos(wot - —OR,b - —ORbn) ™
¢ ¢ 4

[0097] whereR,, is the time-varying distance of transmitter
to the subject and R, is the time-varying distance of the
subject to the node. If we neglect amplitude variation due to
propagation loss, mixing s x(t) by itself by passing it
through a non-linear device, results in the following base-
band component

2n €]
Sp(n) = BCCOS(T(R,;, + Ry, - Rm)]

[0098] If the mono-static antenna is located at a large dis-
tance from both the human subject and the node, such that
R,~R,,. slight physical movements of the mono-static
antenna have the same effect on R, and R, so that they
cancel each other out

2r
Splf) =~ BCcos(TRbn]

[0099] Considering equation (6) and equation (9), it will be
recognized that, compared to the mono-static radar system,
the received signal at the sensor node 812 is less sensitive to
the R, (1), which is partly given rise to by unwanted move-
ments of the mono-static antenna. This effect is similar to the
range correlation effect which reduces the base-band noise
caused by the LO’s phase noise. The two signals arriving at
the sensor node contain nearly the same phase variation
caused by unwanted movements of the mono-static antenna.
The closer the node and the subject are, the better these two
phase variations cancel out resulting in aless noisy base-band
signal providing more accurate life signs detection.

[0100] In another example, the effect of “handshake” may
be compensated or overcome via an algorithm such as a Blind
Source Separation (BSS) algorithm. Such an example will be
described below under.

Blind Source Separation (BSS) Systems and Methods

[0101] According to one aspect of the invention, a Doppler
radar system and method are operable to detect a number of
subjects in the range of the system and separate out for detec-
tion individual signals modulated from each of the subjects.
In one illustrative example, the separation (and detection) of
heart rates and respiration rates of two or more subjects is
achieved by the use of a Blind Source Separation (BSS)
algorithm. Exemplary BSS algorithms which may be
employed include a Constant Modulus (CM) algorithm, the
Analytic Constant Modulus Algorithm (ACMA), the Real
Analytical Constant Modulus Algorithm (RACMA), or an
Independent Component Analysis (ICA) algorithm. ACMA
is described in greater detail, e.g.. by “An Analytical Constant
Modulus Algorithm”, IEEE Trans. On Signal Processing, vol.
44, no. 5, May 1996, RACMA is described in greater detail,
e.g., by “Analytical Method for Blind Binary Signal Separa-
tion,”IEEE Trans. On Signal Processing, vol. 45, Issue 4,
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April 1997, pp. 1078-1082; and ICA is described in greater
detail, e.g., in “Independent Component Analysis, a new con-
cept?”Signal Processing, Special issue on Higher-Order Sta-
tistics, vol. 36, 1n0. 3, pp. 287-314, April 1994, both of which
are incorporated herein by reference.

[0102] A typical heartbeat signal is not perfectly modeled
by a periodic signal due to heart rate variability. Therefore, in
oneexample, amodel for the heart rate after low-pass filtering
to remove harmonics may be written as:

s()=c(t)cos(m1+¢(1) (10)
[0103] where c(t) is a real scalar and ¢(t) is a phase com-
ponent that can be modeled as a random walk on the unit
circle. Generally, ¢(t) varies relatively rapidly and the signal
cannot accurately be considered periodic; however, c(t) is
nearly constant such that s(t) can be viewed as a constant
modulus signal. FIG. 9 illustrates a plot of a pre-envelope
reference heartbeat signal measured using a finger pulse sen-
sor after bandpass filtering the range of 0.03-30 Hz. The
pre-envelope is obtained by taking the signal and adding in
quadrature its Hilbert transform. The plot is almost circular
indicating that the heartbeat signals have a nearly constant
modulus envelope (after low-pass filtering, this property
shows up even stronger).

[0104] Accordingly, when multiple subjects are present
within range of a Doppler radar system including multiple
receivers (e.g., as illustrated in FIGS. 2B, 2C, 4, and 5),
exemplary BSS methods described herein may be used for
determining the number of sources and heartbeat/respiration
rates of each of the unknown number of sources from the
received mixture of signals acquired. (The term “blind” here
is appropriate because only an a-priori knowledge for the
signals is their statistical independence, where no other infor-
mation about the signal distortion on the transfer paths from
the sources to the sensors is available beforehand.

[0105] As an illustrative example, consider an M-element
antenna array system and a CW radar system (e.g., as
described with reference to FIG. 2B or 2C) transmitting a
single tone signal at frequency ¢. The model (2) describes a
linear mixing of the sources, and BSS methods can therefore
be applied to separate and monitor sources. In (2) the source
signal is exp(jKx,(t)), where x_(t) is the heartbeat and respi-
ration signal. If the wavelength A is large compared to the
maximum displacement of x (1) (which is the case at frequen-
cies below approximately 10 GHz), the complex exponential
can be approximated by

exp(/Kx, (0)=(147Kx, (1))

[0106] TItwill be noted that herex (t) appears as areal signal
(multiplied by a complex constant). The DC offset can be
ignored. A real BSS algorithm therefore should be applied.
One exemplary method includes applying RACMA; in
another exemplary method, a Hilbert transform is applied to
the output of the antennas and calculate the analytic signal,
and then a complex BSS algorithm such as ACMA is applied.

[0107] An illustrative comparison of exemplary BSS algo-
rithms is described with reference to FIG. 10. In this particu-
lar example, ACMA, RACMA, and ICA algorithms were
applied to separate two different heartbeats. In a first
example, reference heartbeat signals that were recorded using
finger pulse sensors and bandpass filtered were analyzed. Two
reference signals from different people were assumed to pass
through a typical wireless environment scenario character-
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ized by a matrix M as in (2), and white Gaussian noise added.
Simulations were conducted for scenario mimicking a 2-ele-
ment receiving antenna array radar system. Further, different
M matrices of Signal-to-Noise Ratio (SNR) in the semi-
synthesized cases were used.

[0108] A database of heartbeat signals from finger pulse
sensors was mixed pair wise to assess exemplary BSS algo-
rithms. In particular, heartbeat signals of 10 subjects were
obtained to form 45 couples. Fach measurement was 700
samples longat a frequency of 20HZ, so 35 seconds (approxi-
mately 30 beats). For each couple, the experiment was
repeated 5 times with different noise, resulting in 225 inde-
pendent runs.

[0109] To isolate the fundamental tone of the heartbeats,
the mixed data is filtered with a band-pass filter over the range
[0.75; 2] Hz. Exemplary ICA and RACMA are applied
directly on the mixed data, and for ACMA the data is passed
though a Hilbert transform prior to application.

[0110] The influence of the Noise power over the algo-
rithms, the SNR ranges in [-20, . . ., 20] dB were compared.
In this example, a mixing matrix was chosento be: [1 111;1
-1 1 -17%, which has a conditioning number of 1. Once the
separation algorithm has delivered output signals, they are
used to estimate the heart rate. FIG. 10 illustrates the failure
rate as a function of the SNR for one particular example. As
seen, the three BSS algorithms described have similar perfor-
mance in this instance, with the ICA showing slighter better
performance than the Constant Modulus algorithms.

[0111] In one illustrative example, which may use the
exemplary transmitter-receiver system illustrated in FIG. 2B
or 2C, various exemplary BSS algorithms may be used to
separate subjects and detect heartbeats thereof. In this par-
ticular example, displacement due to breathing is used ini-
tially to separate the subjects, and then the same or similar
beam forming vector is used to separate out the heartbeats (if
the mixing matrix for respiration and heartbeat are similar). In
some instances, however, subjects may not be breathing due
to medical reasons or to hide; also, the respiration signal is
generally more irregular, and therefore more difficult to dis-
tinguish from other movement. Accordingly, separation of
subjects based on both respiration and separation of heartbeat
may be used.

[0112] Exemplary data for the separation of two heartbeats
using a CM algorithm as described herein from measured
wireless data is provided in FIG. 33. The first subfigure
thereof illustrates the Hilbert transform of the separated
sources, verifying that they have CM property. The second
subfigure illustrates the two separated sources in the fre-
quency domain, compared with a reference signal obtained
from a finger pulse monitor. The last two figures show the two
separated heartbeats in the time-domain, compared with the
references.

[0113] In another example of BSS, the effect of “hand-
shake” on a received signal may be compensated or over-
come. In particular, a BSS algorithm may be applied to a
received signal to compensate for unwanted vibrations on the
system. The strongest sources identified in the signal are
typically reflections from walls and the like. If the system is a
handheld device, for example, the source is generally not a
DC source, but can be extracted via a suitable BSS algorithm
and movement of the handheld device relative to the source
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(e.g., a wall) estimated. The movement may then be compen-
sated for, e.g., subtracted form the received signal. Exemplary
handshake removal via a BSS algorithm may be used in
SIMO or MIMO systems (including exemplary multistatic
systems as described previously).

Wearable Transponders

[0114] In another aspect and example of the present inven-
tion, subjects may include or wear a transponder operable to
move with the subject’s motion. The transponders may work
with incident Doppler radar signals to produce a return signal
that may be more readily detected and/or isolated; for
example, altering the return signal in frequency and/or time
may allow for improved isolation of signals associated with
subjects from noise and/or extraneous reflections. Addition-
ally, such transponders may assist in distinguishing detected
subjects from other subjects (e.g., subject A from subject B,
doctor from patient, rescuer from injured, and so on), whether
or not the other subjects are also wearing transponders.

[0115] Inoneexample,thetransponderincludes Radio Fre-
quency-Identification (RF-ID) tag that isolates the incident
signal from the return signal by a predictable shift in fre-
quency. A simple form of this circuit can be based on a
Schottky diode that multiplies the frequency of the incident
signal. For example, an input of the diode is tuned or filtered
for the incident source signal, and the output tuned or filtered
for the desired harmonic generated at the diode. Thus, an
exemplary RF-ID tag may operate to re-radiate an incident
signal of frequency “w”, at a new frequency, e.g., of “2w”,
which may be more easily isolated from the transmitted sig-
nal.

[0116] One exemplary system is illustrated in FIG. 11.
Specifically, a Doppler radar sensor system 1100, which may
be similar to those illustrated in FIG. 1, 2A, 2B, 2C, 4 or 5, is
configured to transmit a source signal at frequency o via
antenna 10 and receive a modulated sign at frequency 2w, via
receiver antenna 12. Sensor system 1100 operates to interro-
gate tag 1150, in this example mounted to a chest of a subject
100 and ignore or filter return signals at the original interro-
gation frequency, m, including those reflected from stationary
objects, other subjects, and untagged parts of the body of the
subject. In this way chest motion can be specifically detected
as a Doppler phase shift in the multiplied signal only, as
compared by the mixer to a correspondingly multiplied
sample of the original signal.

[0117] Inotherexamples,additional data can be introduced
as modulation on the multiplying circuitry of a tag, e.g., of tag
1150. For example, electrodes adjacent the skin could be used
to sense bioelectric information such as heart signals and
impose such information as a bias at the diode to periodically
interrupt the reflection signal. In another example, the multi-
plied output signal could be directed against the skin in an
area where blood vessels are near the surface, and the
reflected signal can be analyzed for dielectric permittivity
changes associated with changing blood glucose levels.

[0118] Inyet other examples, suitable tag circuits can alter
the return signal in time. One example includes an oscillating
body-sensor, which is energized by a pulsed incident signal
but re-radiates a new signal at a frequency controlled by a
resonant circuit local to the tag. An exemplary tag 1152 and
circuit is illustrated in FIG. 12A, and exemplary source and
modulated signals are illustrated in FIG. 12B. In this
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example, an incident pulsed radar signal (e.g., as illustrated in
FIG. 12B) couples to an inductive antenna, Ly, and rectifica-
tion by a tunnel diode, D, charges a capacitor, C.. When the
incident pulse is absent, the charging capacitor discharges,
and the tunnel diode oscillates at a frequency governed by the
capacitor, Cy. The modulated signal received by a suitable
receiver is illustrated in FIG. 12B.

[0119] The resonant inductive antenna or capacitor values
can also be variable, and controlled or modulated by a physi-
cal parameter of interest, such as temperature, to provide
additional biometric information regarding a subject. The
exemplary transponder 1152 may provide the advantage of
separating the incoming signal and peripheral clutter reflec-
tions from the body-scattered signal in both time and fre-
quency, simultaneously. It will be recognized by those of
ordinary skill in the art that other exemplary circuits may be
used to alter the return signal in time similarly to that
described here.

[0120] Inadditionto improving sensitivity and isolation for
the Doppler return signal, transponders (such as transponder
tags 1150 and 1152) can also be operable for providing addi-
tional biometric data associated with tagged subjects. For
example, utilizing components in the RF circuits of a tran-
sponder that have values that are sensitive to biological
parameters of interest, the reflected signal can be altered and
effectively encoded with data associated with those param-
eters. Implementing a transponder comprising resonant
inductors or capacitors with values that vary with the param-
eter measured, and thus affect the resonant frequency of the
circuit, may be used. For instance, inductors and capacitors
can be made to vary with temperature, inertia, or pressure by
using these phenomenato alter the displacement between coil
turns or parallel plates. Further, capacitors can further be
made to vary in proportion to changes in the dielectric
between plates or fingers.

[0121] In one example, a transponder tag for providing
biometric information comprises a thermally controlled vari-
able RF inductors as illustrated in FIG. 13, which illustrates
an exemplary MEMS thermally-variable RF Inductor. The
inductance of the component is given by the sum of'its inter-
nal and mutual (loop-to-loop) inductance. Stress between two
thin-film layers (in this instance, gold and polysilicon) curves
the loops proportionally to temperature; however, if the loops
are designed to misalign with temperature (corrugation), a
corresponding change in inductance is seen, up to 50% as
illustrate in the graph to the right.

[0122] Broadly speaking, thermally controlled variable RF
inductors are based on the manipulation of interlayer stress
between sandwiched thin films of conductive and non-con-
ductive material. For example, an inductor made of multiple
turns that align flat in a plane at one temperature and misalign
at other temperatures (with suitably designed structures) vary
the mutual component of the device inductance. Such a trans-
ducer provides the necessary frequency shift in time/fre-
quency shifting tag circuits. In other example, parallel plate
capacitors can be arranged to similarly deform with tempera-
ture resulting in a change in the plate spacing, and thus the
circuit capacitance.

[0123] Inoneexample, the geometry and film thickness for
such thermally controlled components for wearable transpon-
der tags is determined for temperature sensitivity for human
monitoring. An exemplary structure may include an inductive
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antenna, Ly, in a circuit similar to that of FIG. 12A. In another
exemplary structure, C;, could be replaced with a temperature
sensitive bi-layer structure. In yet another exemplary struc-
ture, physical misalignment of the loops or plates mentioned
above could also be used to sense skin-surface pressure or
motion due to subcutaneous blood flow, joint motion, and so
on.

[0124] Inyetanother example, a transponder (e.g., a wear-
able tag as described above for modulating frequency and/or
time of a received signal) may include electrodes configured
for positioning adjacent the skin of a subject. For instance, a
2-lead electrode to detect ECG bioelectric potential may be
included with a tag sensor for conveying 2-lead ECG data.
While Doppler detection of heart activity (and respiration)
relates to mechanical motion, ECG tracks electrical heart
activity and therefore provides complimentary data. Com-
bined Doppler and ECG data may provide more robust heart
rate determinations.

[0125] In some examples, and applications, a transponder
may be realized in a low-cost, disposable, easily applied
package. An illustrative form includes an adhesive “Band-
Aid” or “patch” type package as illustrated; however, various
other suitable tags or body-sensors will be apparent to those
of ordinary skill in the art, and depending on the particular
application, need not be affixed to the skin of a subject (for
example, they may be affixed to clothing or worn around the
neck or wrist, etc.). Exemplary fabrication technologies for
the various implementations may include thin- and thick-film
polymers, electroplated contacts and RF conductors, micro/
nano-machined bio-potential electrodes, and nanotechnol-
ogy, MEMS,; or other transducer components that could be
integrated on flexible carriers or substrates.

[0126] Exemplary transponder tags may be fabricated
using well-known multi-layer and MEMS fabrication tech-
niques. FIGS. 14A-14G illustrate an exemplary method for
fabricating a transducer, in this particular method, an oscil-
lating type transducer such as tag 1152 illustrated in FIG.
12A), and further including electrodes. In particular, the
exemplary fabrication process includes fabricating electrodes
and a circuit layer suitable for a “Band-Aid” tag.

[0127] Initially, an electroplated layer of conductive mate-
rial 1420 (e.g., metal such as Au) is deposited over a sacrifi-
cial/seed layer 1430 (e.g., Cu) as illustrated in FIG. 14A. The
conductive material is then patterned by any suitable method
to form contact electrodes as illustrated in FIG. 14B. For
example, a selective etch of the desired electrode pattern into
conductive material 1420. The exposed seed layer 1430 is
then plated (e.g., electroplated with a similar material such as
Cu) to the height or thickness of the electrodes formed of
conductive material 1420 as illustrated in FIG. 14C.

[0128] A layer of photosensitive polyimide 1440 is depos-
ited over conductive material 1420 and seed layer 1430 via
any suitable method. Photosensitive polyimide 1440 is fur-
ther exposed to define vias between the electrodes and the
circuitry as illustrated in FIG. 14D. A second, relatively thin-
ner layer of polyimide 1442 is then applied, and exposed to
define the metal pattern at the circuit level as illustrated in
FIG. 14E. After developing the two-layer polyimide pattern,
conductive material 1422 (e.g., Au) is electroplated to fill the
mold defining the vias and metal circuitry in the polymide
layers 1440 and 1442 as illustrated in FIG. 14F. Finally, the
substrate 1402 and sacrificial seed layer 1430 (Cu) are
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removed, e.g., via etching, thereby releasing the polymer
structure from the substrate as illustrated FIG. 14G.

[0129] Tt should be recognized that the exemplary method
of fabricating a transducer is illustrative only and that many
different methods may be used to fabricate the exemplary
transducers as described. For example, various other semi-
conductor, MEMS, and nanotechnology processing tech-
niques may be employed. Additionally, and in particular for
transponders that include moving parts, e.g., MEMS compo-
nents such as coils or fingers, may further be enclosed or
housed in a more robust package (either for transport or
during use).

Demodulators for Quadrature Receivers

[0130] According to another aspect of the present inven-
tion, various methods and systems are provided for demodu-
lating received signals. In particular, exemplary linear and
non-linear demodulation methods are described, as well as
various exemplary rate-finding techniques such as fast Fou-
rier transform (FFT), autocorrelation, and the like. The exem-
plary demodulation methods and systems are generally appli-
cable to quadrature receivers and may be employed with any
Doppler radar systems (including, e.g., those illustrated in
FIGS. 2A, 2B, 2C, 4, and 5).

[0131] With reference again to FIG. 2A, a direct-conver-
sion Doppler radar with an analog quadrature receiver is
illustrated. Alternatively, quadrature mixing can be pet-
formed in digital domain, e.g., as illustrated FIG. 2C. As
previously described, for an exemplary continuous wave
(CW)radar and transmitting a single tone signal at frequency
o, a transmitted signal is reflected from a subject at a nominal
distance d, with a time-varying displacement given by x(t).
The baseband received signal at a single antenna system with
quadrature receivers can be written as

r()=Aexp(j(ux(t)+0))+k+w(z) (11)

[0132] where, u=w/c=2m/A, w(t) is the noise and 0 is a
phase offset. The signal x(t) is a superposition of the displace-
ment of the chest due to respiration and heartbeat. The DC
offset k is generally due to reflections from stationary objects
and therefore generally does not carry information useful for
sensing physiological motion; accordingly, the DC offset can
be removed prior to quantization. A further reason for this is
that the heartbeat is a very weak signal such that quantizing
the whole signal generally requires a relatively high precision
quantizer.

[0133]
Hnl=dexp(jux|n]+6))+k+win]

[0134] We will assume that the noise w[n] is iid circular
Gaussian.

[0135] Broadly speaking, an exemplary linear demodulator
may then be of the form

X[n]=ar[n+brn]

[0136] wherer [n]isthe real part of the received signal, and
rn] the imaginary part.

[0137] Anexemplary method for detiving a linear demodu-
lator is now described. In this particular example, a linear
demodulator is derived (and optimized) for an instance were
the signal x[n] is considered to have symmetric distribution
around its mean. In this example, two criteria are examined

After sampling, the received signal can be written as
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for optimization. First, maximization of the signal to noise

ratio (SNR)

var{aAcos(ux[n] + 0) + bAsin(vx[n] + 0)]
Hﬁx a?var[w,[n]] + b2var[w;[n]]

[0138]
(MSE)

Second, minimization of the mean square error

minE] (3{n] - ()

[0139] To solve the optimization problems, assume first
that the coordinate system is rotated with the angle -0, i.e., a
new set of coordinates are

[0140] wherethe orthogonal matrix Q denotes rotation with
-0. In this new coordinate system

& [nl=A4 cos(ux{n] +w ]
2 n]=4 cos(ux{n])+w]#]

[0141] where ((w[n], w,[n])is still white circular Gaussian
noise. It follows that

var[ad_cos(ux[n])+bA sin(ux[n])]=a?4>var] cos(ux[n]

Vb2 4%va sin(ux{n])]
[0142] with the symmetry assumption on x[n] to show that
cov(cos((ux[n]), sin(ux[n]))=0. Since var[sin(ux[n])>var{ co-
s(ux[n]), the SNR maximizing solution can be given by a=0,
b=1,1ie,

[l [n]

[0143] Ttcansimilarly (using the symmetry assumption) be
shown that this solution also minimizes the MSE. What
remains is to determine the matrix Q without knowing 6. Note
that the covariance matrix of the rotated signal is given by

H Feln]
cov|

Alvar[cos(ux[n])] + o© 0
7iln] } - [

0 Alvarlsin(ua[n])] + o

[0144] where again, cov(cos(ux[n]), sin(ux[n]))=0, is used.
Thus, the matrix Q diagonalizes the covariance matrix. The
unique matrix diagonalizing the covariance matrix is the
matrix of eigenvectors, and therefore the optimum linear
demodulator is projected unto the eigenvector corresponding
to the largest eigenvalue. For example, if the signal ux(t) is
small the signal model (2) is approximately linear in ux(t) and
the method reduced to finding the signal subspace, which is
optimum. Note this includes a linear approximation; the exact
covariance matrix of the received signal is of course not
known, but can be estimated by the empirical covariance
matrix, and the eigenvectors of this used.

May 22, 2008

[0145] An exemplary method for deriving a non-linear
demodulator is now described. Broadly speaking, a non-lin-
ear demodulator may be of the form

X[r]=Arg(H{n]-k)/u

[0146] To implementthe non-linear demodulator, however,
k also needs to be known or estimated. This may be consid-
ered as a joint estimation problem of the parameters (A, k,
x[n], n=0 . . . N-1); for this exemplary estimation it is
assumed that x[n] is deterministic. It will be recognized by
those of ordinary skill in the art that the estimation problem is
invariant to rotations such that the measurements can be
rotated so that k is real, e.g., by the matrix Q discussed above.
Consider first a Maximum Likelihood (ML) estimation—
where, givenk, the ML estimator of the remaining parameters
is

AW)[n] = Arg(rln] - k) fv

N -
Ay = 5 ) Rel(rln] - Rexp(=iv(bln])
n=0

[0147] The estimation problem for k can now be stated as

k = argmind(k)
keR

N-1
dk)= ) |rin) - Akrexptih)inl) ~ k|
n=0

[0148] Unfortunately, a closed form expression for k does
not exist; furthermore, as will be outlined next, numerical
solutions fork are generally difficult. A performance measure
of an estimator includes the MSE of the estimate of x, m(k)=
E[(x(k)n]-x[n])*]. To evaluate performance it can be
assumed that um[ n]is uniformly distributed over an arc[-0,,,
0,,], however a numerical optimization algorithm for k is
extremely hard to find as there are multiple local minima. On
the other hand, as long as the estimate for k is sufficiently
small, the MSE is quite insensitive.

[0149] An exemplary heuristic estimator may be used as a
performance measure of the exemplary linear and non-linear
demodulators for different systems. For example, suppose
two points A and B on acircle. A line through the middle point
of the cord between A and B then goes through the center of
the circle. With the assumption that the circle center is on the
X-axis, the intersection of this line with the X-axis gives k.
So, assuming there is no noise, an estimate of'k can be found
as follows, by writing the above out in formulas

_ ] = Il

Ko ) = T =il

[0150] for two arbitrary points rn, ], r[n, ]. Since the signal
is noisy, however, some kind of statistic has to be applied. As
fn,]-1[n,] can be near to zero, and extreme values of k
therefore result, it can right away be predicted that the average
of the estimated k values s a poor statistic, and simulations
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confirm this. Instead, the median of the estimated k values
may be used, i.e., the exemplary estimator is then

k= median{fc(nl R nz)}
nyFny

[0151] FIGS. 15 and 16 illustrate exemplary performance
data of different demodulation methods compared on the
basis of the ratio A% (which could be considered a “pass-
band SNR”) and the maximum arc length 0_,. In particular,
the performance is illustrated for a specific SNR. In all cases,
N=100 samples are used for estimation. As performance mea-
sure for the estimation of x[n] the following modified MSE
was used:

m = minE[(as - 04

[0152] As illustrated for low arc length, linear demodula-
tion performance is comparable to non-linear demodulation
with ML estimation of k, but better than with the heuristic
estimator (mainly because of the bias of this). Accordingly,
varying SNR results in moving the point where one demodu-
lator becomes better than the other.

[0153] A received signal after demodulation (linear or non-
linear) may still be a relatively noisy signal compared to ECG
signals, which typically have well-defined peaks. As such,
conventional methods for ECG signal processing are genet-
ally not applicable to the received Doppler signals. Accord-
ingly, various exemplary methods for finding heart rates and/
or respiration rates from demodulated signals (whether via a
linear or non-linear demodulator) include a fast Fourier trans-
form (FFT), autocorrelation, and determining the time of the
peaks, similar to the technique commonly used to find the
heart rate from the ECG, but after heavy lowpass filtering.

[0154] In one example, the FFT can be calculated in a
sliding window, and the peak of the FFT within a physiologi-
cally plausible range can be used to determine the rate of the
heart signal. The autocorrelation function may be used to
emphasize the periodic patterns in the windowed time domain
signal. In one example, the autocorrelation function is calcu-
lated in a window, the local maxima are identified, and the
time shift of the greatest local maximum between high and
low physiologically plausible periods is taken to be the period
of the windowed signal.

[0155] The selection of the window length is a tradeoff
between the time resolution and the rate resolution. In one
exemplary method, the window length is selected to include
at least 2 periods of the signal, but not too long such the rate
of the signal s likely to significantly change within the win-
dow length time.

Measurement Methods for I/O Imbalance Factors

[0156] In quadrature Doppler radar systems the I and Q
receiver channels are typically subject to amplitude and phase
imbalance factors caused by circuit and component imper-
fections. This may result in undesired linear transformation of
the baseband output signals, which may degrade output accu-
racy and sensitivity. With known imbalance factors, compen-
sation can be achieved through digital signal processing, but
accuracy is generally affected by circuit modifications
required to determine those factors. Accordingly. in one
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example provided herein, a method for measuring I/Q imbal-
ance factors comprises introducing a phase shifter at the
receiver input to simulate an object approaching with con-
stant velocity, resulting in sinusoidal outputs which can be
easily compared to determine phase and amplitude imbal-
ance. The exemplary method can be performed without sig-
nificant modification to the receiver system, allowing for
more precise imbalance correction to be achieved.

[0157] An exemplary receiver includes a voltage control-
lable phase shifter inserted in either the LO or RF path.
Linearly increasing the control voltage results in each channel
output becoming a sinusoidal wave at the Doppler frequency
with a phase delay corresponding to its path delay. Therefore,
by comparing sinusoidal [ and Q outputs, the imbalance fac-
tors between channels can be determined. Further, in some
examples, the method does not require modification of the
receiver (e.g., does not require radar circuit board modifica-
tion), and the same source is used to supply RF and LO signals
as is the case in Doppler radar direct-conversion systems.
Further, in one example, measured imbalance factors can be
compensated for with a Gram-Schmidt procedure to produce
two orthonormal outputs (the Gram-Schmidt procedure is
described in greater detail below and, for example, in “Com-
pensation for phase and amplitude imbalance in quadrature
Doppler signals,”Ultrasound Med. Biol., vol. 22, pp. 129-
137, 1996, which is incorporated herein by reference).

[0158] With reference again to FIG. 2A an exemplary
quadrature Doppler radar system is illustrated for sensing
physiological motion in a subject. In one example, some or all
components of the system shown in FIG. 2A may be included
on a common board or device. Difference in circuit compo-
nents between I and Q mixers and signal paths of the system,
as well as inaccuracy of the 90 degree power splitter, may
contribute to phase and amplitude imbalance. In particular,
differences may create an undesired linear transform on the I
and Q output signal components, thereby adversely affecting
the orthonormal properties assumed for a quadrature receiver
system. The baseband signal for each channel can be
expressed as:

By = Asin(0 + p(1) (12

K
By = AcAsin( +0+¢. + p(0)),

B
Z

[0159] where A, and ¢, are the amplitude and phase imbal-
ance factors, 0 is constant phase delay for the traveling wave,
and p(t) is the Doppler modulated signal.

[0160] Ttispossibleto correct for aknown phase and ampli-
tude imbalance by a simple transformation known as the
Gram-Schmidt procedure, shown in equation (13), which
produces two orthonormal vectors.

Br ot 1 B,
[BQ,m } ™ [ —tang [BQ }

Accosp,

[0161] Imbalance factor measurements for a quadrature
receiver system can be made by injecting two sinusoidal
waves with slightly different frequencies to the LO and trans-
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mitter path respectively, using two external sources. How-
ever, in the case of the system similar to that shown in FIG.
2A, a major hardware modification to perform such a mea-
surement, including a bypass of the LO, and removal of the
antenna and the circulator may be needed.

[0162] In oneexample described here, an external voltage
controllable phase shifter is connected between the antenna
and the circulator/“antenna out” of the receiver system to
provide similar conditions to those achievable through the use
of two external sources, but without modification to the origi-
nal system, thereby creating conditions similar to those in a
practical homodyne radar system where the same source is
used to produce both the RF and LO signals.

[0163] An exemplary imbalance measurement system is
illustrated in FIG. 17. In this example, two external circula-
tors 1760 and phase shifters 1762 are connected between a
radar board system 1700 including a receiver (e.g., similar to
that of FIG. 2A) and the antenna 1710. An object (e.g., a metal
plate) is placed at a fixed distance in front of the antenna
beam, while phase shifters 1762 simulate the phase delay that
would result from an object moving at a constant velocity.
According to Doppler radar theory, when a transmitting sig-
nal is reflected from an object with constant velocity, v,, the
frequency of the reflected signal, R . ..(t) is shifted by a
Doppler frequency, f,, where the polarity of the Doppler
frequency 1s dependant on the direction of subject’s velocity
with respect to the radar.

‘ 2v, And,
Rieceive (1) = ArCOS[Z”fo(l + T]f R Bonannet

[0164] where £ is carrier frequercy,

2Vrfo

d= 5
c

d, is nominal distance of an objectand ¢, . . ., is phase delay
caused by channel path length.

[0165] After mixing with the LO signal, a quadrature
receiver produces sinusoidal outputs at the Doppler fre-
quency, f;, with a phase delay due to channel’s path length.

Ard,
Bi(n = A,cos[andt T ér channt:l]

s 4Azd,
By(n) = AQCOS{E + 2 fyt - = - ¢Q,channel]

[0166] Amplitude and phase imbalance factors can then be
measured by comparing these I and Q single frequency sinu-
soidal outputs.

[0167] In one example, the voltage controllable phase
shifters 1762 are used with a fixed reflecting subject to simu-
late an object moving toward the radar with constant velocity,
thereby creating an endless linear phase change in the
reflected signal’s path. This phase change may be realized by
controlling the phase shifters 1762 with voltage from control
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voltage 1764 that is linearly incremented until the phase delay
becomes 360 degrees, and then restores the voltage to a vir-
tually identical O degree phase delay. In this manner a saw-
tooth wave with a peak-to-peak value corresponding to phase
shifter’s 360 degree phase delay can be used as a control
voltage for generating the phase response of a continuously
approaching object with constant velocity. The Doppler fre-
quency, which is the frequency of the baseband output sig-
nals, can be determined by the slope of the sawtooth wave and
equals to v,,/t;, where t, is one period of the sawtooth wave,
and is equal to the peak value of the wave that achieves 360
degrees of phase delay.

[0168] In one example, a Pulsar ST-21-444A commercial
coaxial phase shifteris used for an imbalance measurement as
described. The exemplary phase shifter is linear up to about
180 degrees, corresponding to 3.1 volts. In this example, two
identical phase shifters were connected serially in the RF-out
path (to ensure the system could fully produce the half-cycle
of baseband output signal under linear phase control, e.g., to
avoid approximations), and a sawtooth control voltage with a
3.1 volt peak-to-peak value was applied. The period of the
sawtooth wave may be set to 1 second in order to get sinusoi-
dal waves with a frequency of 1 Hz at each channel output,
which approximates a heart rate signal.

[0169] In one example, the exemplary phase shifter and
method is applied to a radar circuit board comprising a radar
transceiver fabricated with surface mount components on a
10.2 cm by 11.2 cm FR4 substrate. The antenna may include
a commercially available Antenna Specialists ASPPT2988
2.4 GHz ISM-band patch antenna. Further, Mini-Circuits
JTOS-2700V VCO, RPS-2-30 two-way 0° power splitters,
QCN-27 two-way 900 power splitter, and SKY-42 mixers
may be used for the components of the radar board. The
baseband output signals are further amplified by a factor of
about 100 and filtered from 0.3 to 3 Hz with Stanford
Research SR560 LNA’s and digitized with a Tektronix 3014
digital oscilloscope.

[0170] FIG. 18 illustrates data for an exemplary phase
shifter control voltage with an amplitude of 3.1 volts and
resulting I and Q sinusoidal outputs at a Doppler frequency of
1 Hz. The period of the I and Q sinusoidal waveforms corre-
sponds the subject velocity simulated by the sawtooth control
voltage. By comparing amplitude and phase delay of T and Q
waveforms, the measured amplitude and phase imbalance
factors may be determined; in this illustrative example, deter-
mined as 4.7 and 18.5 degrees, respectively.

[0171] Accordingly, the exemplary method and system
described provides a measure of I/QQ imbalance factors of a
quadrature receiver. The I/Q imbalance factors may then be
compensated for in future measurements; for example, via
transformations such as the Gram-Schmidt procedure.

Arctangent Demodulation (w/DC Offset) for Quadrature
Receivers

[0172] One challenge in providing robust Doppler radar
sensing is detection sensitivity to a subject’s position due to
the periodic phase relationship between the received signal
and local oscillator, resulting in “optimum” and “null”
extreme subject positions. A quadrature Doppler radar
receiver with channel selection has been proposed to alleviate
such problems by selecting the better of the quadrature (I and
Q) channel outputs, and is thus limited to the accuracy of a
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single channel. A frequency tuning technique with double-
sideband transmission has also been proposed for Ka-band
radar; however, such techniques generally involve more com-
plex hardware with a tunable intermediate frequency.

[0173] According to one example, quadrature outputs (i.e.,
I and Q) are combined using full quadrature (arctangent
demodulation) methods. Further, in one example, the quadra-
ture outputs are combined with DC offset compensation.
Arctangent demodulation may overcome position sensitivity
issues while removing small-angle limitations on the range
for phase deviation detection, which can be significant in
single-channel systems operating at high frequencies. The
additional use of DC offset compensation and exemplary
center tracking methods may reduce or eliminate unwanted
DC components produced by receiver imperfections and clut-
ter reflections, while DC information required for accurate
arctangent demodulation can be preserved.

[0174] Initially, “null” and “optimum” conditions are
described, as well as a discussion of quadrature channel
imbalance and DC offsets. Typically, a Doppler radar system,
e.g., as illustrated in FIG. 19, transmits a continuous wave
signal, and phase-demodulates the signal reflected from a
subject. A stationary human body reflects two independent
time varying sources of motion with zero net velocity, result-
ing from respiration and cardiac activity, and the largest
reflection of incident RF power occurs at the body surface. In
terms of phase demodulation, the two extreme cases, “null”
and “optimum”, occur periodically for subject positions at
each M4 interval from the antenna, with A/8 separation
between null and optimum points. The mathematical basis for
Doppler-radar sensitivity to a subject’s position for a single-
channel receiver are known, where in the optimum case the
demodulated phase variation is linearly proportional to chest
displacement, assuming the subject displacement is small
compared to %. However, in the null case the demodulated
heart and respiration related phase data can be self- or mutu-
ally-coupled, resulting in large detection errors.

[0175] Quadrature channel imbalance and DC offset issues
are known in direct conversion receivers for radar and com-
munications applications. With known channel imbalance
factors, the Gram-Schmidt procedure can be used to correct
imbalance errors as described above. Additionally, several
DC offset compensation techniques have been described
here, where the DC signal is assumed to be undesired (or at
least contain little information). Accordingly, in one example,
DC offsets are removed by using a high-pass filter, however,
several modulation methods, including the exemplary arctan-
gent demodulation method, contain “DC information” which
is distinguished from unwanted “DC offsets” caused by
imperfections in circuit components and reflections from sta-
tionary objects. For example, the DC information component,
associated with subject position in Doppler radar, is typically
several orders of magnitude larger than the amplitude of the
periodic baseband signal related to heart activity, making it
impractical to simply digitize the full signal with reasonable
resolution.

[0176] Exemplary arctangent demodulation methods
described here include techniques for isolating DC offset, DC
information, and the ac motion signal to overcome dynamic
range limitations for pre-amplifiers and analog to digital con-
verters (ADC), without discarding important components of
the desired data. Results of arctangent demodulation experi-
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ments with a subject at several different positions are also
described, demonstrating proper preservation of cardiopul-
monary-related motion information, and verifying accuracy
insensitivity to subject position. In each example, the heart
rate obtained from combined quadrature outputs agreed with
awired reference, with a standard deviation ofless than 1 beat
per minute. For the same measurements the standard devia-
tion of data from each I or Q channel varied from 1.7 beats per
minute in the optimum case, to 9.8 beats per minute in the null
case, with the additional problem of heart rate tracking drop-
outs in the latter case.

[0177] Initially, an exemplary quadrature receiver is
described with respect to FIG. 19 (and which is similar to
quadrature receivers described previously), which illustrates
the block diagram of a quadrature Doppler radar system,
wherein a single signal source provides both the RF output
and LO signals. The LO signal is further divided using a 90°
power splitter to provide two orthonormal baseband outputs.
Assuming that heart and respiration motion is given by x(t)
and y(t), the quadrature baseband outputs can be expressed as

14

dnx(t)  Any(r)
RX()+ (1)

By(t) = sin|d
(1) sm[ + 1 1

+A¢<z>}
and

Arx(t) N Ary(t)

A

By(n) = cos{@ + + A¢(1)]

[0178] where Ad(t) is the residual phase noise, and 6 is the
constant phase shift related to the nominal distance to the
subject including the phase change at the surface of a subject
and the phase delay between the mixer and antenna.

[0179] The null and optimum cases for the output signal
with respect to 6 can be observed in (14) and (15). When 0 is
an odd multiple of 7/2, the baseband signal of the Q channel
is at an optimum point while that of the I channel is at a null
point. On the other hand, when 9 is an integer multiple of =,
the baseband signal of the I channel is at an optimum point
while that of the Q channel is at a null point. Assuming that
both x(t) and y(t) are much smaller than A/47 (the small angle
approximation) and that they can be simplified as sinusoidal
waves of frequency f, and f,, with 6 an integer multiple of ,
(1) and (2) become

B\ (t)=4 sin 2nfit+8 sin 2nf5t+Ad(r) (16)
Boify=1-[4 sin 27/, #+5 sin 2nf5t+AG() an
[0180] Where f,<<f, and A>>B. Note that the small angle

condition becomes more challenging as A decreases. In this
case the “optimal” I channel output is linearly proportional to
chest motion and it should be possible to obtain the desired
data accurately, with appropriate filtering. The “null” Q chan-
nel output given by (17) can be expanded and rearranged as:

(18
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[0181] Several problematic phenomena can be observed for
this “null” case from (18). There is a significant DC compo-
nent present at the output, and the output is no longer linearly
proportional to displacement. The square terms result in sig-
nal distortion either by doubling the signal frequency or by
mixing heart and respiration frequencies, while the linear
terms are multiplied by the residual phase noise, thus degrad-
ing the SNR.

[0182] An exemplary direct conversion quadrature-re-
ceiver Doppler radar system, similar to that shown in FIG. 19
and looking at each output channel independently may
include the following components. A commercially available
Antenna Specialists ASPPT2988 2.4 GHz patch antenna,
with a gain of 7.5 dBi, an E-plane range of 65°, and an
H-plane range of 80°. A Mini-Circuits JTOS-2700V VCO for
a signal source, which delivers 0.8 dBm at 2.4 GHz to the
antenna port. A Mini-Circuits RPS-2-30 for each two-way 0°
power splitter, and a Mini Circuits QCN-27 for the two-way
90° power splitter. A Mini-Circuits SKY-42 for each mixer.
As the measurement setup shown in FI1G. 19 indicates, the
baseband output signals are amplified (~1000x) and band-
pass filtered (0.03 Hz-10 Hz) with SR560 LNA’s, and then
digitized with a DT9801 ADC card. Heart and respiration
rates may be extracted in real time with software based on an
autocorrelation algorithm, for example, as described herein
or in B. Lohman, O. Boric-Lubecke, V. M. Lubecke, P. W.
Ong, and M. M. Sondhi, “A digital signal processor for Dop-
pler radar sensing of vital signs,”/EEE Engineering in Medi-
cine and Biology Conf., Istanbul, Turkey, October 2001,
which is incorporated by reference.

[0183] The heart rate may be compared with a reference
obtained from a wired finger pressure pulse sensor (UFI
1010). Measurement results as described are illustrated in
FIGS.20A-20C, and the distortion discussed above observed.
FIG. 20A corresponding to an “optimum” case, the baseband
data is linearly proportional to the actual signal resulting in an
output that corresponds well with the reference signal. FIGS.
20B and 20C illustrate the “null” case data taken both during
continuous breathing, and breath-holding, respectively. As
predicted in equation (18), FIG. 20B illustrates the detected
heart rate decreased by an amount equal to the respiration
rate, and a doubled respiration rate is evident in FIG. 20C.

[0184] Single receiver-channel Doppler radar system limi-
tations described previously can be eliminated by using a
quadrature receiver system like the one shown in FIG. 19,
with both channels (e.g., I and Q) considered simultaneously.
In particular, a quadrature receiver provides two orthonormal
outputs, thus ensuring that when one channel is in a “null”
position the other will be in an “optimum” position. Further-
more, by combining the two channels, accurate phase
demodulation can be achieved regardless of the subject posi-
tion or displacement amplitude, the latter being restricted to
the small angle deviation condition for even the optimum case
in a single channel receiver. As shown in equations (14) and
(15), the I and Q outputs are the cosine and sine of a constant
phase delay caused by the nominal distance to a subject, with
a time varying phase shift that is linearly proportional to the
chest displacement.
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[0185] Applying an arctangent operation to the I and Q
output data ratio, phase demodulation can be obtained regard-
less of the subject’s position as

~ By sin(@ + p(0) (19)
) = arctan(m] = arcta.n(m] =0+ p@,

[0186] where

4x(x(2) + y(1)
P = ————

is the superposition of the phase information due to respira-
tion or heart signals. However, quadrature channel imbalance
and DC offset act as a linear transform on the I and Q com-
ponents, thus modifying equation (19) to:

1 =t 20 < A8 000
B0 Vi +cos(@+ p(0)

[0187] where v, and v, refer to the DC offsets of each
channel, and A_and ¢, are the amplitude errorand phase error,
respectively.

[0188] Correction for a known phase and amplitude imbal-
ance 1s straight forward using the Gram-Schmidt procedure
(for example, as described herein and in “Compensation for
phase and amplitude imbalance in quadrature Doppler sig-
nals,”Ultrasound Med. Biol., vol. 22, pp. 129-137, 1996,
which is incorporated herein by reference). The DC offset
issue is generally more complex, however, due to the fact that
the total DC signal may contain DC information for accurate
demodulation. The DC offset is generally caused by two main
sources: reflections from stationary objects (clutter), and
hardware imperfections. Hardware imperfections include cir-
culator isolation, antenna mismatch, and mixer LO to RF port
isolation, resulting in self-mixing which produces a DC out-
put. On the other hand, as indicated by equation (18), DC
information associated with the subject’s position is also part
of each baseband signal. The magnitude of this DC level is
dependent on the subject’s position, such that the DC level is
higher for subject positions closer to the “null” case. Accord-
ing, in one example of arctangent demodulation, the DC
information is extracted from the total DC output and pre-
served (e.g., stored in memory).

[0189] Anexemplary coaxial quadratureradarsystem, e.g.,
as shown in FIG. 19, may be used to examine arctangent
demodulation issues. The same antenna, baseband pre-am-
plification, and data acquisition and heart rate extraction sys-
tems as previously described are used. Further, an HP
E4433B signal generator serves as the LO and is divided into
RF and LO signals by a Mini-Circuits ZFSC-2-2500 signal
splitter. A Narda 4923 circulator isolates the transmit and
receive signals, with the circulator RF to LO isolation mea-
sured to be -22 dB. The LO signal is further divided by a
hybrid splitter, Narda 4033C, to provide quadrature outputs.
A Mini-Circuits ZFM-4212 serves as the mixer in each chan-
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nel. Amplitude and phase imbalance factors for the exem-
plary coaxial radar system as described were measured as
1.013 and 1°, respectively.

[0190] The DC offset caused by hardware imperfections
may be measured by terminating the antenna port with a 50Q
load. The main contribution to the DC offset is caused by
self-mixing with circulator leakage power, dependent on the
phase difference between the LO and antenna feed line. By
connecting a phase shifter between the LO feed line and
varying the phase delay, the DC offset range for each channel
may be measured at the corresponding mixer’s IF port and, in
one example, determined to be 19.4 mV for the I channel and
19.8 mV for the Q channel with an LO power of 0 dBm. The
DC offset due to reflections may be estimated by putting an
object, e.g., a large metal reflector, at a distance of 1 and 2
meters from the receiver, with a half-wavelength position
variation to find the maximum and minimum DC values. The
DC offset range for the T and Q channels from a reflector at 1
or 2 meters distance in this instance are 3mV and 3.4 mV, and
0.6 mV and 0.8 mV, respectively. Accordingly, in this
example, the DC offset is dominated by the contribution from
imperfections in the circuit components rather than from
clutter located 2 meters away from radar.

[0191] An exemplary measurement set-up for DC compen-
sation is shown in FI1G. 21A. In this example, a coaxial radar
system as described previously and illustrate in FIG. 19 is
used to collect data from a seated subject facing the antenna at
a distance of about 1 meter. A wired finger pressure pulse
sensor provides a reference for the heart rate. The DC offset
components, which may be determined as described above,
may be subtracted from the output signal.

[0192] Additionally, in one exemplary method and system
to preserve the relatively large DC information level while
sufficiently amplifying the weak time-varying heart-related
signalisillustrated in FIG. 21B. With no object within 1 meter
in front of the radar system, the internally or externally
induced DC offset of each channel is measured. These DC
offsets are then calibrated by using differential amplifiers,
each with one input port connected to a DC power supply. The
DC supplies are used to generate the same voltage as the DC
offset of each channel, thus producing a zero DC level at the
output. While preserving this condition, a subject is then
located at a distance of about 1 meter from the radar, whereby
the full DC level, including the heart motion signal, is
detected at each channel. In one example, to achieve sufficient
amplification of the signals, three amplifiers are used at the
baseband stage of the I and Q channels. The first amplifier
comprises a differential amplifier with a gain of 50 to amplify
both the DC and the heart motion signal, and calibrated the
DC offset. Subsequently, the output of the first amplifier is
divided into two outputs, one of which is saved in the data
acquisition system and the other saved after the DC is
removed and the ac content is amplified. Two amplifiers are
used for the DC blocking filter with a cut-off frequency of
0.03 Hz and gain settings of 20 and 2, respectively, in order to
obtain a high-Q (-80 dB/dec) and thus a sharp cut-off.

[0193] Arctangent demodulation is then performed using
the signals with and without DC content using Matlab soft-
ware, for example. The signal with DC content was multi-
plied by 40 in the Matlab code before summation with the ac
signal that was pre-amplified before the ADC. At the same
time, the ac-only signal is filtered with a filter, e.g., a Butter-
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worth filter, that passes frequencies between 0.9 to 2 Hz to
reduce any still-detectable low frequency component due to
respiration and avoid including this effect twice when sum-
ming with the DC-included signal. Consequently, a high-
resolution heart motion signal combined with a virtual DC
component is created. In an absence of the exemplary
method, the DC component would likely saturate the ampli-
fiers before the smaller heart motion signal could be suffi-
ciently amplified for recording.

[0194] To verify that the DC information is properly pre-
served, 1/Q data after imbalance and DC offset compensation
may be plotted on a polar plot. For example, two orthonormal
sinusoidal functions ofthe same phase information will com-
pose part of circular trace centered at the origin, correspond-
ing to the phase information. Exemplary data is illustrated in
FIG. 22, where exemplary 1/Q baseband signals DC informa-
tion are plotted and form a part of an almost perfect circle
centered at the origin, indicating that the DC information is
correctly accounted for (it would be a circle for two orthonor-
mal sinusoids). Additionally, the same measurement with the
DC portion removed is also shown, appearing at the origin
where the phase information cannot be recovered with the
same certainty.

[0195] FIGS. 23 through 25 illustrate I, Q, and arctangent
demodulated signals obtained using the exemplary measure-
ment setup shown in FIGS. 21A and 21B for a subject in an
intermediate position for both channels (FIG. 23), close to a
null position for the Q channel (FIG. 24), and close to a null
position for the 1 channel (FIG. 25). It should be noted,
however, that the null and optimum positions cannot be set
exactly for heart rate measurements, as the nominal distance
(and associated phase) varies as a result of respiration and
effects rate data accordingly. To illustrate the exemplary arct-
angent demodulation method, standard deviation was used to
provide a quantitative comparison. As shown in FIGS. 24 and
25, a drop-out region occurs at the null point due to degrada-
tion in signal power, and this region is excluded when calcu-
lating standard deviation. In FIG. 23, the Q channel heart
signal is affected by the presence of the respiration signal,
which is around 20 BPM, at the beginning of the measure-
ment interval. The I and Q channels show an error of3.90r9.8
beats, respectively, during the 40 second time interval while
the arctangent combined output has an error of only 0.95
beats. In FIG. 24, 35% of the Q channel data could not be
acquired or, dropped out, and the rest has an error of 4.8 beats.
The more stable I channel data still has an error of 5.2 beats,
while the arctangent combined output has an error of only 0.9
beats. In FIG. 25, both I and Q channels drop out for 23% and
5% of the total time interval, respectively. The I channel data
has an error of 7.5 beats and the Q channel data has an error of
1.7 beats, while the arctangent combined output has an error
of only 0.6 beats. From the measurement results described
above it is evident that arctangent demodulation results are
significantly more accurate than any single channel output,
with an error that is consistently less than 1 beat in standard
deviation over the 40-second monitoring interval, and when
using this data there is no drop-out region. Thus, arctangent
demodulation produces robust and accurate data for rate
tracking regardless of a subject’s position, and typically with-
out need for channel selection.

[0196] In another example, center tracking quadrature
demodulation is described, including full quadrature (arctan-
gent) detection and DC offset compensation. As described
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with respect to FIG. 22, for example, I/Q baseband signals
can be plotted to form a part of an almost perfect circle. If
there is large displacement of the subject and/or a relatively
high frequency system, the center of the circle may be deter-
mined. Accordingly, in one example, an arc is extracted from
the signal, movement is estimated to obtain an arctangent
demodulation of the signal, and the center of the circle may be
determined.

[0197] For example, as illustrated in FIG. 26 (the top por-
tion thereof), when there is only one subject, and the reflected
signalis phase-modulated by variation from the subject, com-
plex plot of quadrature outputs therefrom forms fraction of
the circle thathas a radius of signal amplitude, A , with center
offset by DC offset of each channel. This property allows
elimination of DC offset and preservation of DC information,
which is the magnitude of the radius projected on each axis, if
the center of arc formed by motion of a subject is tracked back
to the origin of the complex plot. Arctangent demodulation of
quadrature outputs, whose complex plot is centered at the
origin, produces phase information which corresponds to
actual motion of a subject, thereby allowing real time subject
motion monitoring.

[0198] These properties can extend their validation to the
larger phase modulated signal that happens when a subject’s
motion variation becomes bigger than wavelength of the car-
rier frequency. Complex plot of the T and Q outputs is related
mainly with both received signal power and phase deviation
dueto a subject’s motion. From (14) and (15), received signal
power becomes A %, square root of which is the radius of the
arc formed by phase deviation from a subject’s motion. Phase
variation, which is proportional to the arc length, is propor-
tional to the ratio of subject’s motion over wavelength of the
carrier signal. In other words, arc length becomes longer
either due to the increase of subject’s actual motion or due to
the increase of the carrier frequency. Consequently. when a
subject is moving with large deviation resulting in changing
received signal power, the radius of the arc will vary while the
center is located at the same point, thus forming a spiral like
shape rather then a circle. On the other hand, when operating
frequency is increasing so that small physical motion of a
subjectis converted in large phase variation, longer arc length
on a circle can be obtained.

[0199] An exemplary coaxial quadrature radar system and
measurement set-up for DC compensation is illustrated in
FIGS. 21A and 21B, respectively. In one example, data is
collected from a seated subject facing the antenna at a dis-
tance of about 1 meter for the stationary subject data, and for
tracking moving subject data is collected from a subject walk-
ing back and forth with 200 ¢cm deviation from 100 cm away
from the antenna. A commercially available Antenna Special-
ists ASPPT2988 2.4 GHz patch antenna is used, with a gain of
7.5 dBi, an E-plane range 0f 65°, and an H-plane range of 80°.
An HP E4433B signal generator is used as the LO and divided
into RF and LO signals by a Mini-Circuits ZFSC-2-2500
signal splitter. A Narda 4923 circulator is used to isolate
transmit and receive signals, with the circulator RF to LO
isolation measured to be -22 dB. The LO signal is further
divided by a hybrid splitter, Narda 4033C, to provide quadra-
ture outputs. A Mini-Circuits ZFM-4212 is used for the mixer
in each channel. As described, to preserve the relatively large
DC information level while sufficiently amplifying the weak
time-varying heart-related signal without saturating neither
pre-amplifiers nor ADC, two serially connected pre-amplifi-
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ers, SR560 LNAs, are employed. First amplifier has gain of
50 times from DC to 10 Hz in order to preserve DC informa-
tion while second amplifier further amplifies by 40 times
from 0.03 Hz to 10 Hz to provide more SNR to small cardiac
signal. Each output is digitized witha DT9801 ADC card and
saved in data acquisition system. Subsequently, those two
outputs are combined together in Matlab after multiplication
of DC included signal by 40 times to compensate amplifica-
tion difference between both outputs. At the same time, the
ac-only signal was filtered with a FIR, which has linear phase
delay, Flat-Top filter that passed frequencies between 0.8 to
10 Hz to eliminate the still-detectable low frequency compo-
nent due to respiration and thus avoid including this effect
twice when summing with the DC-included signal. Conse-
quently, high heart-related signal power with DC information
can be obtained. The reconstructed DC included signals still
require more signal processing to exclude DC offset caused
by either clutter or leakage LO power in the system.

[0200] As previously described, chest motion from a sub-
ject forms an arc in the complex plot that is centered away
from the origin by the amount of DC offset. Center estimation
may be done before arctangent demodulation. For example,
the first three seconds of data may be used for estimating
center of arc, which can be one cycle of respiration and can
form enough arc length. The center of the arc may be deter-
mined for each pair of points, and the results combined to get
an improved estimate of the center, in one example, the
median. Quadrature signals that form arcs centered at the
origin in a complex plot are combined by using arctangent
demodulation. Demodulated output may then be digitally
filtered by a Flat-Top filter with frequency range of 0.8 to 10
Hz to obtain heart signal, with larger bandwidth sharper heart
signal can be obtained. Heart rates may be extracted in real
time with custom software based on an autocorrelation algo-
rithm or the like, and heart rate may be compared with that
obtained from a wired finger pressure pulse sensor (UFI
1010) used as a reference. Additionally, subject’s movement
tracking measurement also has been done with same arctan-
gent demodulation method explained above. However, in this
case since phase variation caused by a subject’s motion is
much bigger than 27 or half wavelength, which is 6.25 cm at
2.4 GHz, arctangent demodulated output need to be
unwrapped and complex plot is no more small fraction of the
circle but spiral like shape which has the same center point.
This is to be expected, because DC offset caused by clutter or
leaking within the device is fixed while receiving signal
power which corresponds to the radius of the complex signal
circle varies associated with a subject’s distance from the
antenna.

[0201] FIG. 26 illustrates the I, Q, and arctangent demodu-
lated signals with an exemplary center tracking method. In
this instance, a subject is at I channel in null position thus
heart rate is modulated by respiration signal, since heart sig-
nal keep changing its polarity associate with nominal phase
delay caused by chest position due to respiration, while Q
channel is in optimum position resulting in higher accuracy
then the other one. Arctangent result maintains accurate heart
rate. Standard deviation is used to provide a quantitative
comparison of accuracy. The I and Q channels show an error
of 1.7 or 5.1 beats, respectively, during the 60 second time
interval while arctangent combined output has an error of
only 1.3 beats. Data obtained at several difference subject
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positions is also processed, Arctangent demodulation outputs
always give better than or at least same accuracy as the better
of Tand Q channel outputs.

[0202] FIG. 27 illustrates a subject’s movement tracking
result by using Arctangent demodulation. For this measure-
ment, a subject moves back and forth within 200 cm distance
along the aligned line of the radar. As expected, complex plot
forms different radius circles, due to the received signal
power variation, with sharing same center point associate
with DC offset. Arctangent output is phase information,
which is linearly proportional to the actual distance variation,
and converting coefficient should be multiplied to get dis-
tance information. From the lower plot, it is clear that coef-
ficient of M4m multiplication can covert phase information to
distance information.

[0203] Accordingly, exemplary arctangent methods are
described, including DC compensation and center estimation
methods. Exemplary methods enable restoring DC informa-
tion signals directly from I and Q signals associated with
subject’s motion, which can compensate DC clutter caused by
background stationary objects as well as additional DC infor-
mation from other body parts of a subject. Moreover, detec-
tion accuracy limited within small phase variation range (e.g.,
as is the case in a single channel system) i1s no longer an
obstacle as arctangent demodulation provides baseband out-
put linear to subject motion regardless of phase variation
range due to subject’s motion. The exemplary method may
track a moving subject’s position though respiration or heart
signal.

Data Acquisition System for Doppler Radar Systems

[0204] According to another aspect of the present inven-
tion, an exemplary data acquisition system (DAQ) is
described. In one example, a system comprises analog to
digital converters and automatic gain control (AGC) units for
increasing the dynamic range of the system to compensate for
the limited dynamic range of the analog to digital converters.
In a two-channel quadrature receiver, for example, the
quadrature signal may be analyzed using a suitable arctangent
demodulation method as described herein for extracting
phase information associated with cardiopulmonary motion,
where arctangent demodulation of the two channels provides
accurate phase information regardless of the subject’s posi-
tion.

[0205] Additionally, it is generally desired to extract and
save DC information. For example, DC information, in addi-
tionto DC offset, is desirably recorded. A common concern in
bio-signals such as EEG and ECG is baseline drift or wander.
Slowly changing conditions in the test environment and in the
subject can cause a drift outside of the contributions due to
noise. For an exemplary direct conversion Doppler radar sys-
tem, a baseline drift is a significant change in the DC com-
ponent of the signal. This may depend on the distance of the
subject and the orientation position of the subject which may
change the radar cross section of the subject. Therefore, in
one example, a system is operable to record a large DC offset
that includes certain DC information, as well as a small time
varying signal on top of the DC offset.

[0206] Inone exemplary system for Doppler radar sensing
of physiological motion of at least one subject includes an
analog to digital converter, and an automatic gain control unit,
wherein the analog to digital converter and the automatic gain
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control unit are configured to increase the dynamic range of
the system, modifying the DC offset value and/or gain for the
signal of interest. Modifying the DC offset value may include
removing the DC offset alone; removing the DC offset, and
adjusting and recording the gain; tracking and removing a DC
offset value; modifying the DC offset value comprises remov-
ing and recording the DC offset, and adjusting and recording
the gain; and the like (note that tracking extends to indepen-
dent or concurrent DC and gain modifications). Additionally,
the exemplary system may further adjust and recording the
gain.

[0207] Various exemplary data acquisition methods and
systems include recording a large DC offset as well as a
relatively small time varying signal. Exemplary data acquisi-
tion methods and systems include a multi-band approach and
a two-stage voltage reference approach. An exemplary multi-
band system includes a low-pass and band-pass filters
designed to have particular cross over points. In the case of the
bio-signals for respiration and heartbeat, a likely crossover
point between low-pass and high pass would be 0.03 Hz. For
example, an anti-aliasing filter at 100 Hz provides two bands:
DC -0.03 Hz band that records the DC offset and a 0.03 Hz to
100 Hz hand, which records cardiopulmonary activity. The
low band is fed directly into a 16-bit ADC. The high band is
sent through a VGA controlled by an AGC. This amplified
high band is acquired by a second ADC. As long as the gain
amount is properly recorded, an accurate reconstruction of
the input signal can be made. The quantization noise intro-
duced by the low band ADC may limit any improved dynamic
range afforded by the VGA for the high band. Therefore, in
one example, quantization errors introduced by the DC offset
ADC is compensated for. The two stage voltage reference
approach is similar to the multi-band, but also includes a DAC
that supplies the recorded DC level to be used as a reference
for the VGA. An advantage to this technique is that as the gain
is increased for the second stage the dynamic range of the
system also increases. This occurs because quantization
errors introduced by the first ADC is compensated for as gain
is increased in the VGA.

[0208] Inanother example, a DAQ system is comprised of
two signal stages and an AGC unit as seen in FIG. 28. The first
signal stage includes a 16-bit ADC (ADC1)and a 16-bit DAC,
which acquires an estimated value of the DC offset and pro-
vides the reference level for the second stage. The second
signal stage includes a VGA and another 16-bit ADC
(ADC2), which includes a set of comparators to provide gain
control feedback for the AGC. The second stage is respon-
sible for acquiring the cardiopulmonary motion.

[0209] Input to the first signal stage includes the large DC
offset as well as the small signal that provides the important
cardiopulmonary motion information. A fixed gain pre-am-
plifieris used to provide proper signal amplitude out of the RF
mixer. At the start of the acquisition cycle, ADCI instantly
acquires a value from the signal. This value is the initial
estimated DC offset. Thisinitial value is given to the DAC and
the DAC is instructed by the AGC to output the same value.

[0210] The second stage uses the estimated DC offset from
the DAC as a reference voltage level in difference with the
input signal from the pre-amp. The reason for using the DAC
to recreate the DC offset is to compensate for quantization
errors in ADC1. In the beginning of the cycle, the gain of the
VGA is at the lowest setting. Comparators at the output check
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for signal over-shoot. A second set of comparators also
checks avoltage window for gainincrease. If a signal remains
within the gain window for a set amount of time (2 respiratory
cycles or about 4 seconds), the gain of the VGA is increased
by astep. A condition of signal over-shoot will cause the AGC
to request ADC1 to reacquire a new DC value and send it on
to the DAC. In addition, the VG A is returned to its lowest gain
value and the acquisition cycle is restarted.

[0211] Generally, AGC units perform best with continu-
ously variable gain amplifiers. These VGAs adjust depending
on the signal strength to provide the highest possible dynamic
range. However, due to the need to record the DC offset, it is
important to maintain the relationship between the DC and
the small signal. Therefore, a digitally controlled amplifier is
needed. In one example, adB linear gain scale is utilized with
the highest number of steps possible.

[0212] There are two methods to optimize the reference
voltage level. One uses a low pass filter to find an average
value and the other utilizes median value finding algorithms
that may be accomplished through Matlab or an FPGA (field
programmable gate array). Optimization of the reference
level is valuable for this particular method of data acquisition
because the initial estimated DC offset may not be the best
possible for improving dynamic range. For example, a simple
algorithm may be used to find a median value in which to use
as a reference voltage. When an optimal reference value is
established, the highest gain increase can be found without
signal over-shoot, therefore improving the dynamic range.

[0213] In one example, to preserve the DC information, a
DC offset estimate function is used. An analog-to-digital
converter (ADC) records the signal after pre-amplification
and low-pass filtering of 30 Hz. Utilizing LabView for data
acquisition and signal processing, an initial DC offset esti-
mate is acquired and sent to the DAC. This DC offset estimate
is used as a reference voltage level for a differential amplifier.
Taking the original signal and the DC offset estimate in dif-
ferential amplification allows the small signal to be extracted
with amplification for acquisition by a second ADC to maxi-
mize the dynamic range of the system.

[0214] To compensate for changing conditions, a reacqui-
sition of the DC offset estimate may be necessary. In order to
maximize the resolution and signal-to-noise ratio, input clip
detection and signal median estimates are utilized. Sudden
changes the subject’s position or in the environment, will
cause large changes in the DC information. These changes
may cause the output signal from the difference amplifier to
exceed the range of the small signal ADC. Therefore, a new
DC offset estimate will need to be reacquired. Comparators,
either as a circuit or within LabView, produce a digital flag to
acquire a new value for the DAC. Another condition for a DC
offset estimate reacquire flag is from small changes in the
nominal distance to the receiver. In order to optimize the
signal for maximum dynamic range, the DC offset estimate
should be at the median value of the signal. A buffer time set
by the user (normally about 4 second) is a periodic call to
reacquire the DC offset estimate in conditions of no clip
detection. At the end of the buffer time, the dynamic buffer is
analyzed and the median value over the buffer period is
released to the DAC.

[0215] Ttis noted that the exmplary methods described here
can be simplified where the actual value of the DC component
is not required or desired for subsequent processing, and can
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simply be estimated at nominal time increments, and sub-
tracted. Further, it will be recognized that the exemplary DAQ
system is illustrative of one possible implementation and that
various other implementations are possible and contem-
plated. For example, various other arrangements and selec-
tion of individual components may vary depending on par-
ticular applications, cost issues, and the like.

Detection of Multiple Subjects using Generalized Likelihood
Ratio Test Methods

[0216] According to another aspect of the present inven-
tion, a hypothesis test (such as a generalized likelihood ratio
test (GLRTY)) is described for use in a Doppler radar system.
Exemplary GLRT methods and systems may be used for
detecting a number (e.g., 0, 1,2, ... ) of subjects modulating
a transmitted Doppler single for a single transmitter-receiver,
SIMQO, or MIMO radar sensing system. In one particular
example, a GLRT method is based on a model of the heart-
beat, and can distinguish between the presence of 0, 1, or 2
subjects (with one or more antennas). Additionally, exem-
plary GLRT methods and systems described may be extended
to N antennas, with detection of up to 2N-1 subjects possible.
For example, in a multiple antenna system (SIMO or MIMO),
even if individual cardiovascular signatures are very similar,
it is possible to distinguish different subjects based on angle
or direction of arrival (DOA).

[0217] Inoneexample, acontinuous wave (CW) radar sys-
tem transmits a single tone signal at frequency. The model (2)
describes the received signal; in particular, the source signal
is exp(jKx(t)), where x(t) is the heartbeat and respiration
signal. Ifthe wavelength 2. is large compared to the maxinmum
displacement of x (t) (which is the case at frequencies below
approximately 10 GHz), the complex exponential can be
approximated by

exp(Kx,(0)=(147Kx,(1))

[0218] The resulting model is therefore (ignoring a DC
offset that does not contain information)

[0219] Here s_ is a DOA vector (assuming no multipath)
that includes various scalar constants.

[0220] The signal x (t) generated by a subject typically
consists of respiration and heartbeat. The respiration is usu-
ally in the range 0-0.8 Hz and the heartbeat in the range 0.8-2
Hz. While the respiration is a stronger signal than the heart-
beat, it is also more difficult to characterize and therefore to
detect. In this example, most of the respiration may be
removed by high pass filtering. The heartbeat signal itselfis a
rather complicated signal, and although approximately peri-
odic, the period can vary from one beat to the next; this is
conventionally referred to as heart rate variability (HRV).
HRV can be modeled as a random process with strong peri-
odicity.

[0221] Inoneexemplary GLRT method, and for aninstance
a single receiver system, with only the I-component available
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and two subjects in range, the data received in an interval may
be modeled as a mixture of two periodic signals:

Hkl=4, cos(w kT)+B, sin(w kD)+4, cos(w.kT)+B,

sin{w-kT)+x(k]
[0222] where n[k] is white Gaussian noise (WGN) with
power 0%, and A, A, B, B,, 0, w,, and ¢* are unknown. It
is noted that since n[k] includes terms due to HRV, assuming
n[k] is WGN is a rough approximation in the absence of
detailed information regarding HRV terms. The problem of
determining if there are two or more or less than two persons
present can then be stated as

H\:(4,,B)=(0,0),(45,8,)=(0,0)

Hy: (4,8,)=(0,0)
[0223] This can be considered a composite hypothesis test
problem with many unknown parameters. In one example

provided herein, a detector for the above test includes the
GLRT. In the GLRT the following test statistic can be defined

X e T @

fy)=
MAXy | By, Ay=0,85=0,] (wp,02 f

[0224] where j(y) is the likelihood function (probability
density function) for the received data y=[v[1], . .., y[N]]. If
t(y)>T, where T is a threshold, the GLRT decides H, (two or
more persons), otherwise H, (less than two persons). The
threshold T is determined so that a desired false alarm prob-
ability is guaranteed. IfH, is decided, another GLRT can then
be used to decide between 0 or 1 subjects.

[0225] Inthe Gaussian case, the GLRT test statistic can be
simplified to
X
o ; (vlk] = Ay cos{ew, 1) - Bysin(wy 1)
iy = m
2 2
min Z (y[k] — 3 A;eos(w;, 1) + Bsin(w;, t)]
A1,B1,A2.8) w1, — =1

[0226] The minimization over A, A,, B, B, is a linear

problem, but the minimization over w,, ®, is a non-linear
problem, whichis currently solved using a simple grid search.

[0227] The exemplary GLRT methods may be similarly
employed with multiple receivers. In other examples where
there are multiple receiver antennas (whether SIMO or
MIMO systems) with both I and Q-components, and the
multipath is negligible, the received signal can be modeled by
Mk]=(4, cos(w, AT)+5) sin(w,k7))s(@)+(4
cos(,kT)+B; sin(w-kT))s(¢,)+1[ k]
[0228] where s(9)is given by (21). The GLRT test statistic
is now

N (22)
min ) [|(y[k] - Aycos(wi?) - Bysin(ew, 0)s(d)lI”

7

2

i=1

N=—r
minZHy[k] - é (Aicos(w;1) = Bysin(w;N)s(¢;)
=
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[0229] Now the minimization w,, w,, ¢, ¢, is a non-linear
problem solved using a simple grid search. Notice that the
minimization with respect to ¢, , ¢, gives DOA as a by-prod-
uct, so the methods can also be used to localizing subjects.

[0230] An exemplary apparatus includes a single transmit-
ter-receiver system similar to that illustrated FIG. 1. The
apparatus may include a CW signal source at 2.4 GHz with 0
dBm output power. The transmitted signal, having been
modulated by a subject, is mixed with a sample of the trans-
mitted signal to produce an output voltage with its magnitude
proportional to the phase shift between them, which in turn is
proportional to chest displacement due to cardiopulmonary
activity.

[0231] FIG. 29 illustrates a heart beat signal from a subject
as measured by a transmitter-receiver system as described,
and compared with a reference signal of the subject from a
finger sensor. The sensed signal is filtered with alowpass filter
with cutoff 10 Hz. It can be seen that the sensed signal,
compared with the reference signal, is relatively noisy, and a
heartbeat rate cannot be easily determined from simple peak
detection.

[0232] FIG. 30illustrates a plot of test statistic (22) applied
to three different sets of measurements with a single antenna;
in particular, testing for the presence of 0, 1, or 2 subjects. The
measurements are first bandpass filtered with a passband
0.8-2 Hz to remove respiration and higher order harmonics,
and are then divided into (overlapping) intervals of length 15s
(to ensures that the model is reasonably accurate). The test
statistic is now evaluated in each 15s interval and determines
the number of subjects within range, e.g., by using threshold
of 1.25. Note that once the exemplary method and system
determines that less than two subjects are present, another
exemplary GLRT can be applied to distinguish O and 1 sub-
jects.

[0233] FIG. 31 illustrates partial simulation data for com-
paring distinguishing 1 subject from 2 subjects. In this
example, reference signals were measured for different sub-
jects, multiplied with DOA vectors, and independent noise
added at each antenna. In this case a subject with strong HRV
was used for reference data. As shown, with the exemplary
set-up, a single antenna system did not reliable detect if there
are 1 or 2 subjects. With multiple antennas, in this instance
with 4 antennas, the system reliably distinguished between 1
and 2 subjects within range.

[0234] Inanother example, a singular value decomposition
(SVD) combination may be used to combine channel data to
extract physiological motion (e.g., heartbeat signals). The
resulting signal may include the principle component of
heartbeat signal, with maximal output SNR among all I and Q
channels. For GLRT methods, the MLE of unknown param-
eters is solved first, and in one example, a method and system
is based on FFT and GLRT, referred to herein as a FF T-GLRT-
based detector.

[0235] First, an exemplary method is described when noise
1s unknown, followed by an exemplary method when noise is
known, and for complex systems where DOA and distance of
subjects are used. Assuming the data received is real, detec-
tion frame by frame with length of MN is performed. Each
frame can be divided into M subwindows, which contains N
samples. The measurement can be written as

Kl rt]=sml ]+ w ol 7]
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[0236] where X_[n] is the received signal. w_[n] is a
sequence of independent, identically distributed zero mean
Gaussian noise with urknown variance o°. Assuming a start
sample at t=0. If not, the initial phase can be combined into
0., then

splnlEA,, cos(we, +0, )=a, cos(wi,, )b, sin(wz,)
ton=(m-N+n)T

[0237] The joint density function for the random sample
X=(Xo. X, - - - » Xy ) 18 the product density

[0238] Initially, find the maximum likelihood estimate of
0, in particular the frequency w. To maximize the log-likeli-
hood Lg(x; H,)=1n f,(x) first with respect o™

9 MN 1 M-1N-1
Forloti H)=—5—5 + 5 m; Zé (¥nln) = suln]? =0
[0239] Define the square error y2,_ and v*: as
N-1
Y= D, nlr] =sl]
n=0
M-1N-1 M-1
Z an
m=0 n=0 m=0
[0240] So the maximum likelihood estimate of 2 is
1 M-1N-1
—y =N Onz T[] = Suln])?
[0241] Thus, we have the likelihood and log-likelihood as

_Hy MN
ol i) = 207”2 expf 220

MY oot MY
l@(le)_—Tln[Zﬂ )= =

[0242] To maximize the log-likelihood Lg(x; H, ) is equiva-
lent to minimize the square error y°, the summation of y°
over m % Each

m. Since y

item
m
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ofy?__ contains unknown parameters m, a_, b, . To determine
them, first expand _v*,

N-1 N

3 [Conlnl = sulal?1= Y [

n=_ n=0

= Z X[ + b Z Sin(2eiy,) +

1
mlt] = ameos(@ tyy) — b,,,sm(wtmn)]

n=0
N-1 N-1
Z os’ wlmn)+b Zsm (W) —
n=0 n=0
N-1
ay xm ﬂmuT fijwT_‘_e]ane]ml\wT) +
n=0
N-1
me xm JmuTefijwT _ elanelmN“’T)
n=0

[0243] From the definition of Discrete Fourier Transform
(DFT),
N-1
=( Z ;muT
n=0

in connection with approximation

N-1

Z cos(wt,,m)2 =

n=0

N-1

Z sin(a;t,,m)2 ~

n=0

| =

N-1

Z sin(2wiy,,) = 0

n=0

which leads to

N-1

N
=me 2a,zn+b2)—

A X (@)™ & X, ()] +

o[ Xn(@)e T X, (~w)e?NT)

[0244]
X (W)X (wW)e ST}

[0245] Then

Because X, is real,

2a,Re[Xp(w)e "N 4 20, Im[ X, (w)e VT
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[0246] As assumed, phase jumps and magnitude changes
from subwindow to subwindow, then the parameters a,, b,

are independent with each other. Take first derivative to get
solutions of a_, b_ that make the square error y* minimal,

2 2
OY g~ DRe[Xpwhe T
da, day,
[0247] By taking derivative with bm leads to the solutions:

2
b = NRe[me)e*me]

by = =Sl X w)e ™)

[0248] And Yy can be given as

n=0 2

© 2 ‘

= [0l = <l X(ee T
N

n=0

N-1

= 2l = =X (wl?

n=0

[0249] Hence, to maximize the log-likelihood Lg(x; H,) is
equivalent to minimizing

M-1N-1 M-1

2
2 _ 201 2 2
Y= X, [n] N WEZO 1 X ()]

m=0 n=0

[0250] For fixed M and N, the value of y* only depends on
w now, thus the maximum likelihood estimate of w:

Lz

Ao b 2

Gy = max Eo 1 X ()l
=

[0251] Finally, summarizing all the parameter estimations
under H, hypothesis

1 M-1
2 - _ D12
Ouae = max = 3" 1%, (@)

m=0
by = zRe{X (@)emveT)
mn N m

_ 2 N —mNET
by = —NIm{Xm(w)e LGk }
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-continued
MN

_MN
fole Hy) = (2n6) 7 expl -~

[0252] Under H, hypothesis, one only need to estimate the
noise variance

R | M=iNe
o5 = W;C 2, )
_un
folow Ho) = (2503) exp(_@)

[0253] Now the likelihood ratio for hypothesis H, and H,
can be represented as

R’
Lot = 2T [U—]
Jolx; Ho) | 72
[0254] Since M and N are known, the test statistics can be

expressed as

M=1N-1 (6.1.26)
x5 [n]
m=0 n=0
) = g
X o 2 A 2
[xm[ ] - amcos(a”mn) - bmSln(w[mn)]
m=0 n=0
M-1N-1
PRAL
B m=0 n=0
M-1N-1 g M-l . )
IR A EE IR S
m=0 n=0 N =0

[0255] To get test statistics, one can evaluate the power ofa
received signal, and search the peak of averaged PSD. With
respect to the narrow range of heartbeat frequency (e.g,,
0.8~2 Hz), the processing speed may be increased with use of
a Goertzel algorithm instead of a classical FFT.

[0256] Inthe case of known noise, the joint density function
for the random process of w(®, t) is almost the same, and the
only difference is that the random vector ® doesn’t include o°
any more

Jole Hy) = (hﬁ)’M”/zexp{—

M-1N-1
Jols; Ho) = <zm—2)*M”/2exp{_L xi[n]}

O=w,a,b]
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[0257] Thelikelihood ratio for hypothesis H, and H, can be

denoted as
{ 1 M-1N-1 2 }
&Py 55 xX,n
m=0 n=0

{IMII\I
exp >

202

m=

Lg(x) =

— G COS(WDlyy,) — b sm(wtmn)] }

=
i
=

n

[0258] When M and N are known, after talung logarithm of
the likelihood ratio, the test statistics is expressed as

T =& X [1] = G OS( D) — °
g(x) = 2 x;zn[”]—ZZ .
0 DpSin( @ty

m=0 n=0
1 M-1N-1 M-1N-1 ) M-1
=ﬁ{ xfn[n]—[ PRAGE Zn*f @I ]}
m=0 n=0 m=0 n=0 m=0
1 M-1
= 573 2, n@wl?
m=0

[0259] Additionally, detection for complex data model,
e.g., includes DOA and the distance of each subject, will now
be discussed. In SVD combination, the characteristics of
DOA and distance of each subject was not fully exploited.
However, these characteristics are beneficial to identify sub-
jects, especially when multiple subjects are present. Although
the SVD combined data can provide a higher accuracy for
frequency estimation, it does not assure to result in improved
detection performance. If the 1Q measurement is correct, the
complex data should perform better in detection, because it
contains more information than SVD combined data. We will
investigate how to use data of both 1Q channels more effi-
ciently, and evaluate its detection performance.

[0260] For each window, assume the mth subwindow, nth
sample can be given by:
Zmltsmlrwpln s niyaln]

[0261] where (x.[n], y,, [1n]) is the received I and Q data;
w_[n] is a sequence of independent, identically distributed
zero mean complex Gaussian noise with unknown variance
o”. Assume A_ and B__ are the magnitudes for I and Q:

A4 =—4 sin(@)w =C cos(¥)
B=4 cos(w)w=C sin(¥)

[0262] Cisconstant so it can be combined into a_ and b.
W is introduced for simplification, which is also constant
within a detection window. Then the IQ data can also be given
by

Xn[1] = Apcos(Whyy, + O0p) + Re{wy, [r]}

= cOS(Y)[ A COS(Why) + Dppsin(wt,,, )] + Re{w, [1]}
ym[n] = Bpcos(Wlyy, + 9,,,) + Im{wm [”]}
= $I0()[ A COS(Whyy) + Bypsin(totyy, )] + Ifw,, (1]}

Ln = (m-N +m)T
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[0263] The joint density function for the random sample
7=(Zg, Z1 - - -, Zymo1) 18

. 1 M-1N-1
fol Hy) = (2) “”exp{—ﬁZZ (7] = suln] ||}
m=0 n=0

0=[waby o

[0264] The magnitude and DOA are independent of the
heartbeat’s frequency and phase. Hence, W is independent of
b The Y =2[11=01\/I_1Ym2 and sz

smsm

+Zym[n

N-1 N-1 N-1
ambmz sin(2wt,,,) + a o OS2 () + b,znz SIN2 (i) § —

n=0 n=0 n=0

N-1

COS(w)am[ Fln

}an P kM+m)NwT+ JnwT )(kM+m NwT)}
—0

=

=

Jeos)by| ) X

[n](efjmuTeq(kMdrm)NwT _ e}muTeJ(kMerwaT)} _

I
>

n

N-1
Sin(Y Yam [Z ynlnlie™ T G=jlkM+mNeT | o jneT e}(kM+m)NwT)j| _

n=0

N-
Jjsin(y)b,, [Z Y [nl(e” T o= jlkM+mNT _ o jrtsT Qj(/(M+m)NwT):|
n=0

[0265]
(DFT),

By the definition of Discrete Fourier Transform

N-1

Z T [n]e T

n=0

N-1

Z ymlnle T

n=0

and properties of real data’s DFT
X, (-w) SAMmNWT_ 0 () efj(kM+m)NwT}*
You(-w)g 0 MmNT_ [y (y)e
[0266] and simplified denotation

m(W) =X, (w)e MmN
Y, (W)=Y (W (MmN T

in connection with approximation

1(k1\/1+m)NwT}*

=
L
4

Z 082 (W) & 7

Z sinz(wtmn) I~

n=0

=
L
w| =

N-1

Z sin(2ewty,y,) = 0

n=0
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Where y* can be simplified as

N-1 N-1
V= ; Tl + ; Vuln]? + %(afn +b2) - cos(i)ay, -ZRe[f(,,,(w)} +

o8 )b - 2Im[ X ()] — Sin(¥) - 2Re[ ¥ ()] + 5in(¥) by - 20 ¥ ()]

[0267] To get solutions that make the square error y* mini-
mal, one can take first derivative with a_, b_, ¥ separately.
Since a,, b, are independent with each other, then

2 2 23
al _ o = Na, - QCOS(lﬂ,)Re[Xm((A))] - sin(t{/)Re[f’m(w)] =0 =

dam  Dam

ay’ oy,
8by  0by

M-1
3\ 97
3y~ oy

m=0

= Nby, + 2cos()Im[ X, ()] + 2sin()Im[7,,(w)] = 0

24

g

= = sin(){am - 2Re[X m(@)] - b - 2Am[ X ()]} -

“OS(W){LZ,,, -2Re[}~’,,, (w)] - b, -ZIm[f’m (w)]}

[0268] From the equation (23) above, one can get

b = %{cos(l//)Re [Xm(w)] + sin(l}/)Re[f’m (lu)]}

b= —%{cos(tﬂ)lm[)fm(w)] + sin(y)Im[ ¥, ()]}

[0269] Substitute the above result into (24), and with

Re X ()Rl X, () eI [ Xy () Y[ X , (w) [=Re]
(W) (w)]

[0270] One can get

k4 - 2 e e
50 = aeos@)|Zn@) = [Fate]) -

4, -
S{cos’ ) —sin ()Re[ X ()T ()]}
N
Then
a2

M-1
35 = 7000 2 [l - il ]-

=

4
—cos(2¢)

N Re[Xn(@),, ()]

=
if
<

[0271] Or express it as (assume W=(2N+1)m/4)

M-1 6.2.18)
22 Re[ X, (@), ()]

m=0

tan(2y) =

M-1 N - )
[Rn@" = [Ficlf]

m=0
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[0272] Then the solution is

M-1 6.2.19)
22 Re[ X (@) ()]
m=0
M-1

Y& = [Pt

m=0

¥ = —arctan

[0273] For square error

N-1 N-1 ~ )
Z +Zym -—= cos L//)”X w)” + sin’( )||Ym(w)||'+

n=0 n=0

sin(ZW)Re[f( (@) ((u)]}

[0274] One can see, for each value of w, there is a corre-
sponding W. For y%, let’s define the part contain function of ¥
as f,(0, ¥). B, (o, ¥) can simplified as

N-1 N-1

[ + )yl = Bl )
n=0 n=0
0= I + It +seckm | atof - Pt

[0275] IfWisknown, for determinate M and N, the value of
v* only depends on (o, thus the maximum likelihood estimate
of m:

M-1
O =max )" B, ¥)
¢ o

[0276] Notice that, the estimation of w contains ¥, and
estimation of Walso contains o.

[0277] Finally, we summarize all the parameter estimations
under H, hypothesis:

M-1

& =max )" ul. §)
m=0

L "w)||2+||7 (w)\|2+
Balw, ) = N
sl M)H ]
M-1
ZZ Re w)Y
= -arctan yr )
25wt =[Pl

2 ~ .
= ﬁ{cos(w)Re[Xm(d))] +sin@)Re[ V. [6)])
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-continued

{cos )Im[X w)]+sm w)Im[

ol

)

exp(-MN)

ZlN

bn =

_ML{

E

—LN-1

+ymn])—2ﬁm&) b

On:O m=0

3
i

Folw, ys Hy) = 2rehy ™

[0278] Now one can represent the likelihood ratio for
hypothesis H, and H, as

fobe v H) (A7
Loly,yy= =222 oo 2L
o) fo(x, v; Ho) [a—g]
[0279] Since M and N are known, for each window, the test

statistics can also be represented as

M-1N-1
+.}m
m=0 n=0
ol ) = M=-1N-1 M-l .
23 i)+l mZ:Onﬁmwm
[0280] To get test statistics, one only need evaluate the

power of the received signal, and search the peak of modified
averaged PSD. In one example, one can also substitute Goert-
zel algorithm with FFT. Although it’s more complex to get
modified averaged PSD, the detector is still based on GLRT
and FFT. Therefore, its computation is not much heavier. On
the other hand, the complex data model does not require SVD
combination.

[0281] Accordingly, exemplary methods and systems are
provided for determining the number of subjects within range
using hypothesis testing; in particular, a GLRT. The methods
and systems may detect up to 2N subjects with N antennas.
Various modification to the exemplary method and system are
possible. For example, the exemplary method could be sim-
plified by using an approximate minimization, for example by
using 2D FFT and peak search.

[0282] While aspects of the invention, including the above
described methods, are described in terms of particular
embodiments and illustrative figures, those of ordinary skill
in the art will recognize that the invention is not limited to the
embodiments or figures described. Those skilled in the art
will recognize that the operations of the various embodiments
may be implemented using hardware, software, firmware, or
combinations thereof, as appropriate. For example, some pro-
cesses can be carried out using processors or other digital
circuitry under the control of software, firmware, or hard-
wiredlogic. (The term “logic” herein refers to fixed hardware,
programmable logic, and/or an appropriate combination
thereof, as would be recognized by one skilled in the art to
carry out the recited functions.) Software and firmware can be
stored on computer-readable media. Some other processes
can be implemented using analog circuitry, as is well known
to one of ordinary skill in the art. Additionally, memory or

26
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other storage, as well as communication components, may be
employed in embodiments of the invention.

[0283] FIG. 32 illustrates an exemplary measurement sys-
tem 3000 that may be employed to implement processing
functionality for various aspects of the invention (e.g., as a
transmitter, receiver, processor, memory device, and so on).
Those skilled in the relevant art will also recognize how to
implement the invention using other computer systems or
architectures. Measurement system 3000 may represent, for
example, a desktop, mainframe, server, memory device,
mobile client device, or any other type of special or general
purpose computing device as may be desirable or appropriate
for a given application or environment. Measurement system
3000 can include one or more processors, such as a processor
504. Processor 504 can be implemented using a general or
special purpose processing engine such as, for example, a
microprocessor, microcontroller or other control logic. In this
example, processor 504 is connected to a bus 502 or other
communication medium.

[0284] Measurement system 3000 can also include a main
memory 508, for example random access memory (RAM) or
other dynamic memory, for storing information and instruc-
tions to be executed by processor 504. Main memory 508 also
may be used for storing temporary variables or other inter-
mediate information during execution of instructions to be
executed by processor 504. Measurement system 3000 may
likewise include aread only memory (“ROM”) or other static
storage device coupled to bus 502 for storing static informa-
tion and instructions for processor 504.

[0285] The measurement system 3000 may also include
information storage mechanism 510, which may include, for
example, amedia drive 512 and a removable storage interface
520. The media drive 512 may include a drive or other mecha-
nism to support fixed or removable storage media, such as a
hard disk drive, a floppy disk drive, a magnetic tape drive, an
optical disk drive, a CD or DVD drive (R or RW), or other
removable or fixed media drive. Storage media 518 may
include, for example, a hard disk, floppy disk, magnetic tape,
optical disk, CD or DVD, or other fixed or removable medium
that is read by and written to by media drive 514. As these
examples illustrate, the storage media 518 may include a
computer-readable storage medium having stored therein
particular computer software or data.

[0286] In alternative embodiments, information storage
mechanism 510 may include other similar instrumentalities
for allowing computer programs or other instructions or data
to be loaded into measurement system 3000. Such instrumen-
talities may include, for example, a removable storage unit
522 and an interface 520, such as a program cartridge and
cartridge interface, aremovable memory (for example, a flash
memory or other removable memory module) and memory
slot, and other removable storage units 522 and interfaces 520
that allow software and data to be transferred from the remov-
able storage unit 518 to measurement system 3000.

[0287] Measurement system 3000 can also include a com-
munications interface 524. Communications interface 524
can be used to allow software and data to be transferred
between measurement system 3000 and external devices.
Examples of communications interface 524 can include a
modem, a network interface (such as an Ethernet or other NIC
card), a communications port (such as for example, a USB
port), a PCMCIA slot and card, etc. Software and data trans-
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ferred via communications interface 524 are in the form of
signals which can be electronic, electromagnetic, optical, or
other signals capable of being received by communications
interface 524. These signals are provided to communications
interface 524 via a channel 528. This channel 528 may carry
signals and may be implemented using a wireless medium,
wire or cable, fiber optics, or other communications medium.
Some examples of a channel include a phone line, a cellular
phone link, an RF link, a network interface, a local or wide
area network, and other communications channels.

[0288] In this document, the terms “computer program
product” and “computer-readable medium” may be used gen-
erally to refer to media such as, for example, memory 508,
storage device 518, and storage unit 522. These and other
forms of computer-readable media may be involved in pro-
viding one or more sequences of one or more instructions to
processor 504 for execution. Such instructions, generally
referred to as “computer program code” (which may be
grouped in the form of computer programs or other group-
ings), when executed, enable the measurement system 3000
to perform features or functions of embodiments of the
present invention.

[0289] In an embodiment where the elements are imple-
mented using software, the software may be stored in a com-
puter-readable medium and loaded into measurement system
3000 using, for example, removable storage drive 514, drive
512 or communications interface 524. The control logic (in
this example, software instructions or computer program
code), when executed by the processor 504, causes the pro-
cessor 504 to perform the functions of the invention as
described herein.

[0290] It will be appreciated that, for clarity purposes, the
above description has described embodiments of the inven-
tion with reference to different functional units and proces-
sors. However, it will be apparent that any suitable distribu-
tion of functionality between different functional units,
processors or domains may be used without detracting from
the invention. For example, functionality illustrated to be
performed by separate processors or controllers may be per-
formed by the same processor or controller. Hence, refer-
ences to specific functional units are only to be seen as refer-
ences to suitable means for providing the described
functionality, rather than indicative of a strict logical or physi-
cal structure or organization.

[0291] Although the present invention has been described
in connection with some embodiments, it is not intended to be
limited to the specific form set forth herein. Rather, the scope
of the present invention is limited only by the claims. Addi-
tionally, although a feature may appear to be described in
connection with particular embodiments, one skilled in the art
would recognize that various features of the described
embodiments may be combined in accordance with the inven-
tion. Moreover, aspects of the invention describe in connec-
tion with an embodiment may stand alone as an invention.

[0292] Furthermore, although individually listed, a plural-
ity of means, elements or method steps may be implemented
by, for example, a single unit or processor. Additionally,
although individual features may be included in different
claims, these may possibly be advantageously combined, and
the inclusion in different claims does not imply that a com-
bination of features is not feasible and/or advantageous. Also,
the inclusion of a feature in one category of claims does not
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imply a limitation to this category, but rather the feature may
be equally applicable to other claim categories, as appropti-
ate.

[0293] Moreover, it will be appreciated that various modi-
fications and alterations may be made by those skilled in the
art without departing from the spirit and scope of the inven-
tion. The invention is not to be limited by the foregoing
illustrative details, but is to be defined according to the claims.

What is claimed is:

1. Apparatus for Doppler sensing of physiological motion
of at least one subject, the apparatus comprising:

a quadrature receiver for receiving a source signal and a
modulated source signal, the modulated source signal
associated with a transmitted signal reflected from at
least one subject; and

logic for mixing the source signal and the modulated signal

to generate I and Q data.

2. The apparatus of claim 1, further comprising for non-
linear demodulation of the received modulated source signal.

3. The apparatus of claim 2, further comprising logic for
arctangent demodulation of the I and Q data.

4. The apparatus of claim 1, further comprising logic for
demodulating the I and Q channel data to remove a null.

5. The apparatus of claim 1, further comprising logic for
removing DC offset from the T and Q data.

6. The apparatus of claim 1, further comprising logic for
center tracking compensation.

7. The apparatus of claim 6, further comprising logic for
extracting information associated with an arc from the
received signal and estimating a center of the arc.

8. The apparatus of claim 7, wherein the information is
rotated prior to estimating the center of the arc.

9. The apparatus of claim 7, where the center of the arc is
determined for each pair of points, and the results combined
to get an improved estimate of the center.

10. The apparatus of claim 9, wherein the logic is the
median.

11. The apparatus of claim 1, further comprising logic for
compensating for a phase and amplitude imbalance factor.

12. The apparatus of claim 1, further comprising a phase
shifter for introducing a local oscillator signal, and determin-
ing phase and amplitude imbalance between the received
signal and the local oscillator signal.

13. The apparatus of claim 1, further comprising a voltage
controlled oscillator for providing both the transmitted source
signal and a local oscillator signal, wherein the local oscilla-
tor signal is further divided to provide two orthonormal base-
band signals.

14. The apparatus of claim 1, wherein the quadrature
receiver is analog.

15. The apparatus of claim 1, wherein the quadrature
receiver is digital.

16. The apparatus of claim 1, further comprising logic for
linear demodulation of the received modulated source signal.

17. The apparatus of claim 16, wherein the linear demodu-
lation is a singular value decomposition.

18. The apparatus of claim 1, further comprising logic for
performing a blind source separation process to isolate one of
multiple subjects.
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19. A data acquisition system for Doppler radar sensing of
physiological motion of at least one subject, the data acqui-
sition apparatus comprising;

an analog to digital converter; and

an automatic gain control unit, wherein the analog to digi-
tal converter and the automatic gain control unit are
configured to increase the dynamic range of the system,
one or both of modifying the DC offset value and gain
for the signal of interest.

20. The data acquisition system of claim 19, wherein modi-
fying the DC offset value comprises removing the DC offset.

21. The data acquisition system of claim 19, wherein modi-
fying the DC offset value comprises removing the DC offset,
and adjusting and recording the gain.

22. The data acquisition system of claim 19, further com-
prising tracking and removing a DC offset value.

23. The data acquisition system of claim 19, wherein modi-
fying the DC offset value comprises removing and recording
the DC offset, and adjusting and recording the gain.

24. The data acquisition system of claim 19, further com-
prising adjusting and recording the gain.

25. The data acquisition system of claim 19, further com-
prising a first analog to digital converter and a DAC for
acquiring a DC offset value and outputting a reference.

26. The data acquisition system of claim 25, further com-
prising a VGA and a second analog to digital converter for
providing feedback for the automatic gain control unit.

27. The data acquisition system of claim 19, further com-
prising logic for performing arctangent demodulation of the
received signals.

28. A method for detecting presence and/or sensing physi-
ological motion of at least one subject with a quadrature
Doppler receiver, the method comprising the acts of:

receiving a source signal and a modulated source signal,
the modulated source signal associated with a transmit-
ted signal reflected from none or at least one subject; and

mixing the source signal and the modulated signal to gen-

erate [ and Q data.

29. The method of claim 28, further comprising non-lin-
early demodulating the received modulated source signal.

30. The method of claim 29, further comprising combining
the I and Q data using arctangent demodulation.

31. The method of claim 28, further comprising combining
the [ and Q data using arctangent demodulation and DC offset
compensation.

32. The method of claim 28, further comprising compen-
sating for a phase and amplitude imbalance factor of the
analog quadrature receiver.
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33. The method of claim 28, further comprising introduc-
ing a local oscillator signal and determining phase and ampli-
tude imbalance between two analog quadrature receiver
chains.

34. The method of claim 28, further comprising providing
the transmitted source signal and a local oscillator signal to
the receiver, wherein the local oscillator signal is further
divided to provide two orthonormal baseband signals.

35. The method of claim 28, further comprising linearly
demodulating the received modulated source signal.

36. The method of claim 35, wherein the linear demodula-
tion is a singular value decomposition.

37. The method of claim 28, further comprising perform-
ing a blind source separation process to isolate one of multiple
subjects.

38. The method of claim 28, further comprising providing
the transmitted source signal and a local oscillator signal to
the receiver, wherein the quadrature mixing is performed in
digital domain.

39. A computer program product comprising computer-
readable program code for sensing physiological motion of a
subject in a Doppler radar system, the product comprising
program code for:

determining presence and/or physiological motion associ-
ated with at least one subject from I and Q data output
from a quadrature receiver, the I and Q data based on a
source signal and a modulated source signal having been
modified by at least one subject.

40. The computer program product of claim 39, further
comprising program code for combining the I and Q data
using arctangent demodulation.

41. The computer program product of claim 39, further
comprising program code for combining the I and Q data
using arctangent demodulation and DC offset compensation.

42. The computer program product of claim 39, further
comprising program code for compensating for a phase and
amplitude imbalance factor of a receiver.

43. The computer program product of claim 39, further
comprising program code for linearly demodulating the
received modulated source signal.

44. The computer program product of claim 39, further
comprising program code for non-linearly demodulating the
received modulated source signal.

45. The computer program product of claim 38, wherein
the linear demodulation is a singular value decomposition.

46. The computer program product of claim 39, further
comprising program code for a blind source separation pro-
cess to isolate one of multiple subjects.

® %k % ok
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