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(57) ABSTRACT

An improved system for detecting sensor off conditions in a
pulse oximeter is disclosed. In one implementation, a detec-
tor off condition is identified based a volatility of a signal
quality of a filtered detector signal. The detector signal is
first filtered, for example, to reduce the effects of noise or to
otherwise reduce or eliminate components extraneous to the
signal of interest. The filtered signal is used to perform a
volatility measurement. In this regard, a correlation coeffi-
cient may be computed relative to two channels of the
filtered signal and a correlation coefficient may be monitored
over a moving window to calculate variance values for the
correlation coefficient. The resulting variance values may be
used alone or in combination with other parameter values to
identify a sensor off condition.
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DETECTION OF SENSOR OFF CONDITIONS IN A
PULSE OXIMETER

FIELD OF THE INVENTION

[0001] The present invention relates in general to pulse
oximetry and, in particular, to detecting and responding to
unreliable signal conditions such as conditions associated
with a sensor that is detached or misaligned or otherwise
associated with a sensor that is not operating in a reliable
measurement mode to measure a value related to oxygen
saturation of arterial blood (collectively, “sensor off condi-
tions™).

BACKGROUND OF THE INVENTION

[0002] In the field of photoplethysmography, light signals
corresponding with two or more different centered wave-
lengths may be employed to non-invasively determine vari-
ous blood analyte values. By way of example, blood oxygen
saturation (SpO,) levels of a patient’s arterial blood are
monitored in pulse oximeters by measuring the absorption of
oxyhemoglobin and reduced hemoglobin using red and
infrared light signals. The measured absorption data allows
for the calculation of the relative concentrations of reduced
hemoglobin and oxyhemoglobin, and therefore SpO, levels,
because reduced hemoglobin absorbs more light than oxy-
hemoglobin in the red band and oxyhemoglobin absorbs
more light than reduced hemoglobin in the infrared band,
and because the absorption relationship of the two analytes
and the red and infrared bands is known.

[0003] To obtain absorption data, pulse oximeters include
a probe that is releasably attached to a patient’s appendage
(e.g., finger, earlobe or the nasal septum). The probe directs
red and infrared light signals to the appendage, or tissue-
under-test. The light signals are provided by one or more
sources which are typically disposed in the probe. A portion
of the light signals is absorbed by the tissue-under-test and
the intensity of the light transmitted through or reflected by
the tissue-under-test (i.c., the modulated signal) is detected,
usually by at least one detector that may also be located in
the probe. The intensity of an output signal from the
detector(s) is utilized to compute SpO,, levels, most typically
via a processor located in a patient monitor interconnected
to the probe.

[0004] As noted above, the probe is releasably attached to
the patient’s appendage. In this regard, it is useful for the
pulse oximeter to identify sensor off conditions such that the
oximeter can provide an appropriate indication, e.g., by
blanking or dashing the display and/or providing an alarm.
Identifying such sensor off conditions is a particular concern
in certain pulse oximetry environments. For example, cer-
tain disposable or single-use sensors are designed to wrap
around a finger or other appendage of a patient and may be
subject to sensor off conditions if not properly attached or
otherwise due to patient movement. Similarly, pulse oxim-
etry sensors used on pre-mature babies and other infants are
difficult to keep properly attached/aligned because of limi-
tations on attachment due to skin sensitivity concerns and
also because of erratic movements of the infant. Even in
other pulse oximetry environments, the sensor may become
detached or misaligned.

[0005] The conventional approach to identifying such
conditions is to analyze the signal output by the sensor. If the
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analyzed signal is determined to be inconsistent with an
expected photoplethysmographic signal, a sensor off condi-
tion may be deemed to exist. However, such conditions are
difficult to accurately identify for a number of reasons. First,
the photoplethysmographic waveform or “pleth” is gener-
ally small in magnitude and can vary substantially from time
to time and patient to patient. Accordingly, the pleth is
difficult to characterize and is difficult to distinguish from
various sources of noise. Moreover, if a detached sensor is
swinging, vibrating or subject to other periodic motion, the
resulting detector signal during a detector off condition may
be modulated in a manner that mimics, to an extent, a pleth.
Consequently, designers have devoted significant effort to
accurately detecting sensor off conditions.

[0006] In certain pulse oximetry products marketed by
Datex-Ohmeda, a sensor off condition associated with a
detached sensor has been detected based on the use of a
correlation coefficient. Generally, a correlation coefficient is
used in many fields to analyze how well two signals corre-
late to one another in terms of waveform and other signal
characteristics. In the context of pulse oximetry, a correla-
tion coefficient can be used to compare how well the signal
from one channel (e.g., the red channel) compares to the
signal from another other channel (e.g., the infrared chan-
nel). In the case of a pleth, a high level of correlation is
anticipated. The noted Datex-Ohmeda products therefore
monitor the correlation coefficient over time to obtain an
indication of signal quality. If a low level of correlation is
sustained over a time window a sensor off condition is
deemed to exist. Specifically, if the mean of the correlation
coefficient squared falls below a predetermined threshold
continuously for a period of twelve seconds, a sensor off
condition is detected.

SUMMARY OF THE INVENTION

[0007] The present invention relates to an improved sys-
tem for detecting sensor off conditions. It has been observed
that the signal quality of a pulse oximeter has a greater
volatility during sensor off conditions than under conditions
where a pleth is reliably measured. That is, sensor off
conditions can be detected not only based on low levels of
detected signal quality but, additionally or alternatively,
based on changes in the level of detected signal quality.
Indeed, it has been verified that certain sensor off conditions
can be more reliably identified using calculations involving
signal quality volatility than using conventional techniques.
The present invention thus allows for improved sensor off
detection and response.

[0008] In accordance with one aspect of the present inven-
tion, a sensor off condition is detected based on a variance
in detected signal quality. The associated method involves
defining a measure of signal quality, monitoring the measure
of signal quality over time, calculating a value related to
variance of the signal quality measure, and identifying a
sensor off condition based on the variance value. The
measure of signal quality may be any suitable measure for
quantifying the likelihood that a detected signal is a pleth.
For example, the step of monitoring the signal quality may
involve identifying two channels of the detector signal (e.g.,
red and infrared), determining a correlation coefficient based
the signals of the two channels and monitoring the correla-
tion coefficient with respect a moving window of a prede-
termined temporal length (e.g., several seconds).
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[0009] Various mathematical models may be used to cal-
culate a value related to variance or volatility of the signal
quality measure. Such models may determine variance
based on a comparison of pairs of data points, multiple data
points or based on a mathematical/statistical analysis of all
data within a selected window of data. For example, one
such indication of variance is provided by computing a
standard deviation of the signal quality over a time window.
It will be appreciated that the time window for consideration
of the variance value may be different than a time window
for consideration of the signal quality measure. That is, the
windows may be different in length and/or translated in time
relative to one another. The calculated variance may be used
alone or in combination with other parameters to identify a
sensor off condition. For example, the sensor off condition
may be based on comparing the variance value or a series of
such values (or other values calculated therefrom) to a
threshold.

[0010] In accordance with another aspect of the present
invention, two different signal quality related values are used
to identify a sensor off condition. As above, a measure of
signal quality is defined and monitored. First and second
values related to the signal quality measure are then calcu-
lated and used to identify a sensor off condition. In one
implementation, the first value relates to a magnitude of the
signal quality measure (e.g., an average of the measure over
a time or data window) and the second value relates to a
variance of the signal quality measure (e.g., a standard
deviation of the measure over the same or a different time or
data window). A ratio of the first and second values may be
calculated and compared to a threshold or thresholds to
identify a sensor off condition. Other system parameters may
be considered in establishing or selecting a threshold level.

[0011] According to further aspect of the present inven-
tion, a detector off condition is identified based on a vola-
tility of a signal quality of a filtered detector signal. The
detector signal is first filtered, for example, to reduce the
effects of noise or to otherwise reduce or eliminate compo-
nents extraneous to the pleth of interest. For example,
Blackman filter coefficients may be applied to a series of
values of a channel signal data window to smooth out certain
noise effects. The filtered signal is used to perform a
volatility measurement. In this regard, a correlation coeffi-
cient may be computed relative to two channels of the
filtered signal, and the correlation coefficient may be moni-
tored over a moving window to calculate variance values for
the correlation coefficient (e.g., standard deviation values).
The resulting variance values may be used alone or in
combination with other parameter values to identify a sensor
off condition. It has been found that improved detection of
sensor off conditions can be achieved by using such a
variance value calculated based on a filtered signal.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] For a more complete understanding of the present
invention and further advantages thereof, reference is now
made to the following Detailed Description taken in con-
junction with the drawings, in which:

[0013] FIG. 1 is a schematic diagram of a pulse oximetry
system in accordance with the present invention;

[0014] FIG. 2 is a graph illustrating a process for calcu-
lating differential values in accordance with the present
invention;
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[0015] FIG. 3 is a graph illustrating a process for calcu-
lating an oxygen saturation value based on differential
absorption ratios in accordance with the present invention;

[0016] FIG. 4 is a graph illustrating the effect of weighting
on the determined differential value in accordance with the
present invention; and

[0017] FIG. 5a-5d illustrate various weighting models in
accordance with the present invention.

[0018] FIG. 6 is a flowchart illustrating a process for
detecting sensor off conditions in accordance with the
present invention.

DETAILED DESCRIPTION

[0019] 1In the following description, the invention is set
forth in context of a system for detecting sensor off condi-
tions in a pulse oximeter having at least a red and an infrared
channel. Such channels may be separately provided at a
processor, for example, via separate detectors and associated
circuitry for each channel or via hardware filters interposed
between a single sensor and the processor to separate the
signals of the respective channels. Alternatively, a composite
(multi-channel) signal may be received at a processor and
then processed to obtain a digital signal (e.g., a series of
values) corresponding to each channel. In addition, the
invention is described below with respect to specific signal
quality algorithms, signal quality variance algorithms and
sensor off threshold calculations. Upon consideration of this
disclosure, it will be appreciated that various aspects of the
invention can be varied within the scope of the invention and
have applicability beyond the sensor off applications
described herein. Accordingly, the following description
should be understood as setting forth exemplary implemen-
tations and applications of the invention and the invention is
therefore is not limited to the specific description that
follows.

[0020] FIG. 1 illustrates a pulse oximetry system 100 in
accordance with the present invention incorporating pro-
cessing components 126 for detecting a sensor off condi-
tions. As will be described in detail below, improved detec-
tor off condition detection is achieved by performing
correlation coefficient and correlation coefficient variance
calculations with respect to a filtered detector signal. In this
regard, the following discussion includes a description of the
pulse oximeter system, followed by a description of pre-
ferred filtering processes and concludes with a description of
preferred sensor off detection systems.

[0021] Referring to FIG. 1, the illustrated pulse oximetery
system 100 generally includes two or more light sources for
transmitting light signals to an appendage of a patient. Light
transmitted through or reflected from the patient’s append-
age is detected and blood oxygen saturation is determined
based on absorption or attenuation of the signals. In the
illustrated embodiment, the system 100 includes sources 102
which may be, for example, a red and an infrared transmitter.
More than two sources operating at more than two wave-
lengths may be utilized, for example, for multi-component
analysis. The signals from the sources 102 are transmitted to
an appendage of the patient 104, in this case, a patient’s
finger and impinge on one or more detector(s) 106. The
detector(s) 106 receive the optical signals and output an
electrical detector signal representative of the received opti-
cal signals.
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[0022] The detector signal is then processed by signal
processing components 108. The signal processing compo-
nents 108 may include various functional elements which
may be embodied in hardware and/or software. For example,
the signal processing components 108 may include an
amplifier, an analog-to-digital converter, a de-multiplexer
and other components for conditioning the signal. Such an
amplifier may be utilized for various functions including
converting the current signal from the detector into a voltage
signal and filtering certain noise components. An analog-to-
digital converter may be used to convert the received voltage
signal into a series of digital values for processing by a
digital processing unit. The de-multiplexer separates the
detector signal into color channels e.g., red and infrared.

[0023] Accordingly, the signal processing components
108 in the illustrated embodiment provide two channels of
measured absorption data 110 and 112. This data is stored in
a preprocessed data buffer 114. The information stored in
preprocessed data buffer 114 is used by a derivative deter-
mination module 116 to calculate derivatives as will be
described in greater detail below. The resulting derivative
values are stored in a postprocessed data buffer 118 and are
used by components 126 for detecting sensor off conditions
as described below.

[0024] The preprocessed data is also used by a motion
detection correction module 120. Motion of the patient 104
may result in effective path length/attenuation changes of the
transmitted signals that can result in errors in the blood
oxygenation calculations if not addressed by the processing
unit. In the illustrated embodiment, the motion detection and
correction unit 120 accesses data from the preprocessed data
buffer 114, and compensates for motion effects for improved
accuracy. Data from each of the postprocessed data buffer
118 and the motion corrected data buffer 122 may be used
by the blood oxygen saturation calculation module 124 to
calculate a parameter related to blood oxygen saturation.

[0025] FIG. 2 illustrates certain methodology for process-
ing the measured absorption data. The measured absorption
data generally includes a series of absorption related values
(e.g. intensity) for a corresponding series of times for each
of the two channels, in this case labeled channel X and
channel Y. Blood oxygen saturation is proportional to the
ratio of the normalized derivative of attenuation (NdAs) for
the two channels. The NdAs can be calculated as discussed
below. In FIG. 2, the signals 200 and 202 represent the
pulsatile signal components of each of the channels. In
reality, the measured absorption data for channel X includes
a series of discrete absorption related values 206, 208, 210,
212,214,216 and 218 corresponding to particular times 204.
Similarly, the measured absorption data for channel Y
includes a discrete series of points 126, 128, 129, 130, 132,
134 and 136 associated with the same times 204.

[0026] In the illustrated implementation, NdAs for each of
the channels are calculated using multiple data points. As
shown, each of these data points is defined by a sample
window 220, 222 and 224. Although the windows are only
illustrated with respect to channel X, it will be appreciated
that similar windows are employed to determine differential
values for channel Y. In practice many data points may be
included within each window. As will be understood upon
consideration of the discussion below, samples across a
given window are used to estimate a time derivative of
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attenuation or slope of the pulsatile signal for an instanta-
neous time interval corresponding to a center of the sam-
pling window. This time derivative or slope is used in
calculating an NdA. It will be appreciated that the window
should therefore be small enough in relation to the expected
pulsatile waveform so as to not unduly distort the calculated
slope, but should be large enough to achieve the objective of
reducing the impact of noise on the differential value cal-
culation. In this regard, in a preferred implementation, a
sampling rate of 30 samples per second is utilized and
sampling window between about 0.1 to 0.5 seconds and,
more preferably, between about 0.25 and 0.33 seconds is
utilized. This corresponds to about 3 to 15 and, more
preferably, about 7-10 samples per sampling window. For
purposes of illustration, each of the illustrated windows 220,
222 and 224 are shown as including seven data points.

[0027] The data points within each window 220, 222 or
224 are used to establish a differential value nominally
associated with the data sample about which the window is
centered. Thus, the data points 206, 208, 210, 212, 214, 216
and 218 of window 220 are used to calculate a differential
value such as an NdA for the center sample 212. As shown,
a separate window is provided for each sample. Accordingly,
even though multiple samples are utilized to calculate each
differential value, a differential value is provided for each
sample.

[0028] Various mathematical models can be used to cal-
culate a differential value for a given sample based on the
sample values within its window. In the illustrated imple-
mentation, the differential value is calculated based on a
best-fit function analysis. Such a best-fit function analysis
may involve, for example, a linear or non-linear regression
analysis. A linear regression analysis allows for simplified
processing and will be described in detail below.

[0029] In its simplest form, each of the samples within a
window may be given equal weight in the linear regression
analysis so as to determine the line which best fits all of the
data points. The slope of this line thus provides a basic
differential value for the center point of the window. How-
ever, certain processing advantages are achieved by con-
verting this basic differential value into an NdA. This can be
accomplished by calculating the NdA as the quotient of the
slope of the best-fit line divided by an average of the DC
components of the samples within the window, ¢.g., the sum
of the DC components of samples 206, 208, 210, 212, 214,
216 and 218 divided by seven.

[0030] It has been found, however, that such an
unweighted linear regression analysis not only smoothes out
noise effects but can also smooth out abrupt signal changes
corresponding to useful physiological information, for
example, in the case of a patient with a rapid heart rate and
therefore steep signal slopes. Accordingly, a preferred linear
regression analysis involves weighting certain center points
within the window more heavily than points closer to the
window edges. This is illustrated graphically in FIG. 2
where the center samples 210, 212 and 214 are illustrated as
being larger than the peripheral data points 206, 208, 216
and 218.

[0031] This effect is further illustrated in FIG. 4. Specifi-
cally, FIG. 4 shows a number of data points 400-407 of a
given sampling window. Line 408 reflects the slope that
would be calculated as the numerator of an NdA if only the
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two successive center data points 403 and 404 were used for
the differential value calculation. Such a calculation is
highly sensitive to noise. Best-fit line 410 illustrates the
results of an unweighted linear regression analysis. Such an
analysis typically derives the line 410 by a least square
errors analysis wherein each data sample is given equal
weight. That is, the linear regression algorithm attempts to
minimize the value of the sum of the series of error terms for
the data points 400-407 where each error term is the square
of the deviation of the subject data point from the putative
best-fit line. However, as noted above, such an unweighted
window analysis is substantially affected by data points at
the edges of the window, and may smooth out abrupt signal
changes reflecting meaningful physiological data.

[0032] It has been found that improved results can be
achieved by weighting the data points near the center of the
window relative to those near the window edges 400, 407.
It will be appreciated that the degree of weighting, e.g., the
number of sample points weighted and the weighting factor
applied to the weighted and/or “unweighted” sample points,
can be selected so as to balance noise elimination against
undesired smoothing. That is, the greater the weighting the
more accurately the calculated differential values will track
abrupt slope changes. However, greater weighting also
reduces noise elimination. On the other hand, a lesser degree
of weighting optimizes noise elimination but at the cost of
allowing some degree of unwanted smoothing.

[0033] FIGS. 5a-5d show various models for weighting
data points in the center of a sampling window relative to
points at the window edges. The figures show such weight-
ing graphically by plotting a weighting factor against point
number, where points 1 and 8 represent the window edges
and points 4 and 5 are at the center of the sampling window.
The weighting factors can be applied as coefficients in the
algorithm to determine the NdA. Specifically, an NdA can be
calculated as a quotient where the numerator is the slope of
a best-fit line drawn relative to the data points of a window
and the denominator is an average value for the DC detector
signal component.

[0034] As noted above, in an unweighted linear regression
analysis, the best-fit line is defined by minimizing the sum
of the error squared terms over a window. Weighting can be
accomplished by applying a weighting coefficient to one or
more (up to all) of the error squared terms used to define the
best-fit line. By applying a larger weighting coefficient to the
terms representing the middle of the window, any deviation
between the putative best-fit line and these data points is
amplified and thus factors heavily in the analysis. By con-
trast, deviations relating to points located nearer to the
window edges are relatively diminished in the analysis. The
weighting coefficients are also applied directly to the DC
value for each data point in determining an average dc value
for the denominator of the NdA.

[0035] As aresult, as shown in FIG. 4, the slope of the line
408 determined by a weighted linear regression analysis
may more closely match the slope of a line 412 drawn
through the two center points 403 and 404, than would the
slope of a line 410 determined using an unweighted linear
regression analysis. Thus, the weighting achieves the desired
effect of reducing the sensitivity to noise while not unduly
smoothing out signal components corresponding to useful
physiological information.
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[0036] Referring to the weighting models of FIGS. 5a-5d,
FIG. 54 illustrates a box window where points 1, 2, 3 and
6, 7, 8 are weighted by a first factor and the center points 4
and 5 are weighted by a second, greater factor. FIG. 5b
illustrates a triangle window where points 1 and 8 are
weighted by a factor of zero and, in between, the weighting
factors increase, with the maximum weighting factor applied
to the center points 4 and 5. FIG. Sc illustrates a Gaussian
distribution of the weighting factor over the window, and 5d
shows a sinusoidal of, more accurately, cosinusoidal distri-
bution. It will be appreciated that many other weighting
models are possible.

[0037] In a preferred implementation, the function of a
low pass FIR filter window is utilized to achieve a weighting
effect. Any low pass FIR filter window that does not apply
negative weighting factors behaves well under the regres-
sion analysis. Examples are box, triangle, Gaussian, and
Blackman filter windows, where the Blackman window has
proved especially effective. Thus, although the functions of
standard linear filters are used as weights, the resulting
weighting algorithms are not linear. The weighting does not
produce the same results as pre-filtering or post-filtering the
window. The weighting produces the desired effect of pro-
ducing a differential value of substantially full magnitude
(little or no smoothing) while allowing a larger number of
points in the regression analysis.

[0038] The following pseudo code implements a preferred
NdA calculation.

Function [nda] = normdal (indata)

% [nda] = normda (indata)

winsz=9;

x=linspace (-winsz/2,winsz/2,winsz);
window=Blackman (winsz)’;
window=window/sum (window); %nomalize
Sy=conv (indata,window);

Sx=0; %Sx=sum (x.*window);

Sxx=sum (X.*x.*window);

Sxy=conv (indata,x.*window);
Slope=Sxy/Sxx; %slope=(Sxy-Sx.*Sy)./(Sxx-Sx.*Sx);
avr=Sy;

nda=slope ./avr;

nda=nda (winsz:size(nda,2)-winsz);

[0039] By centering the window about “zero” time, the Sx
term drops out. The Sx"2 term, Sxx is a constant, as

are the terms in the convolution with the vector x* window.
The net result is code that has a few multiply/accumulates
per window. As Sxx is a constant for both channels, the
division by this term can be left out or done by multiplying
by a 1/Sxx constant. Also, the average term (the average DC
value used for normalization) is weighted by the same
weighting by the regression terms in order to achieve the
desired normalization effect.

[0040] Based on such processing, the NdAs for the red and
infrared channels can be calculated on an ongoing basis
during an analysis of a patient. As is well known, the blood
oxygen saturation of the tissue-under-test is proportional to
the ratio of the NdAs of the red and infrared channels.
Accordingly, a blood oxygen saturation value, among other
things, can be calculated based on the NdAs and displayed
on a display of the pulse oximetry unit.
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[0041] FIG. 3 illustrates the process for calculating blood
oxygen saturation based on the NdAs of the X and Y
channels. In FIG. 3, the NdAs for the X and Y channels are
designated by AA_and AA,. Specifically, for cach sample,
the value of the NdA for the X channel is plotted against the
value of the NdA for the Y channel to define a number of
data points 300. The data points 300 define line 302.
Mathematically, this line may be determined by using a
best-fit function analysis such as a linear regression analysis
on the data points 300. The slope of the line 302 is directly
proportional to the blood oxygen saturation. It should be
appreciated that the illustrated points are idealized in that
they are precisely colinear. In reality, patient motion and
other effects will typically cause the points 300 to be
somewhat dispersed. In particular, motion will tend to cause
an offset of the affected points 306 along a typically 45
degree offset line 304 as illustrated. This phenomenon can
be utilized to identify motion affected data and to compen-
sate for such effects. Thus, the blood oxygen saturation
calculation involves determining derivative information as
described above using pre-processed data. In the illustrated
embodiment, motion affected data points 306 may be elimi-
nated or de-weighted prior to performing the best-fit func-
tion analysis, e.g. linear regression analysis to determine the
slope of the line 302.

[0042] As noted above, it is useful to identify sensor off
conditions such that, for example, the display can be blanked
and/or a visual, audio or other alarm can be triggered. This
can be accomplished in accordance with the present inven-
tion by using the detector components 126 (FIG. 1) to
perform a number of calculations related to a measure of
signal quality. Specifically, it is expected that when a probe
is properly attached and the source(s) and sensor(s) are
properly aligned, and when the pulse oximeter is properly
functioning to monitor tissue perfused with arterial blood,
the red and infrared signals will generally have a high degree
of correlation with respect to waveform and other signal
characteristics. This is because the signals are affected by
effective path length changes and other pulsatile attenuation
factors that depend on common physiological influences.
Moreover, it has been found that filtered signals defined for
each channel also reflect a high degree of correlation under
normal conditions, and may even reflect a higher degree of
correlation due to the attenuation of uncorrelated noise from
the raw signals.

[0043] In particular, improved results are obtained by
calculating the variance values based on a digital signal that
has been filtered to smooth out certain components of noise.
As noted above, the NdAs can be calculated based on a
moving window of channel signal values using filter coetf-
ficients that tend to weight values near the center of the
window. Examples of filtering types that may be used
include: Gaussian, box, triangle and Blackman filters, where
Blackman filter coefficients have proved especially benefi-
cial. In this manner, certain noise effects tend to be smoothed
without undue smoothing out of signal components having
physiological significance. The resulting digital signals, or
series of NdA values for each channel, are used in the sensor
off detection system 126 as described below. However, it
will be appreciated that unfiltered signals or differently
filtered signals may be employed.

[0044] The illustrated sensor off detection system 126
identifies a sensor off condition based on a correlation
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coeflicient, a mean value of the correlation coefficient and a
standard deviation of the correlation coefficient, all calcu-
lated based on moving windows of the NdA signal streams
for the red and infrared channels. For N pairs of (x;, ¥,),
where x, is an NdA value of one channel for a given time and
y, is an NdA value of the other channel for substantially the
same time, a correlation coefficient may be computed by:

ce? ((N*Zx;yi —inyi)*(N*inyi—inyi))

T W - m s L m )N 5% yivi — (0 v 5 2 )

[0045] As discussed above, it has been found that the
correlation coefficient is more volatile under a variety of
sensor off conditions, e.g., when the probe has become
detached. Accordingly, the sensor off detection system of the
present invention utilizes a measure related to variance or
volatility, for example, standard deviation. The standard
deviation (Std) for an array of N values is given by:

3 (X = Xean )

Std = o1

[0046] A preferred sensor off detection system according
to the present invention utilizes both a value based on the
correlation coefficient and a value based on variance. Once
this quantity is defined, a threshold can be established
theoretically or empirically to distinguish sensor off condi-
tions from reliable signal conditions. It will be appreciated
that various such quantities can be defined and the appro-
priate threshold range will vary accordingly. The sensor off
detection system of the illustrated implementation utilizes
the quantity, Q, defined as follows:

_ mean(CC)
T Std(CC?)

[0047] Using this quantity, a threshold value or values can
be defined to effectively identify sensor off conditions.

[0048] In some cases, this quantity Q, may be used in
combination with other parameters in order to better identify
sensor off conditions. Specifically, rather than performing a
simple threshold comparison, a processor may look at both
the quantity Q and a signal strength indicator as discussed
below. It will be appreciated that different thresholds and
different time windows for the sensor off detection analysis
may be considered, for example, depending on the pulse
oximetry system and the potential presence of any interfer-
ing effects.

[0049] The corresponding process for detecting and
responding to sensor off conditions can be summarized by
reference to the flowchart of FIG. 6. As shown, the process
600 is initiated by obtaining (602) detector data. Such
detector data may be obtained at a processor in the form of
a digital signal including components corresponding to each
of the source channels. The received digital signal may be
processed to obtain digital signals corresponding to each of
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the individual channels. In the illustrated process, each
channel signal is filtered (604) such as by defining a window
and applying filter coefficients, such as Blackman filter
coefficients, to the series of values contained in the window.
The NdAs for each channel can then be calculated (606) and
stored for each channel as discussed above. The sensor off
detection process can be performed using the NdA values
obtained from the filtered detector signal.

[0050] The sensor off calculations are performed with
respect to a moving predefined window of the NdA values.
In the illustrated process, a window of, for example, 3 to 30
seconds may be selected. Good results have been obtained
using a window of between about 7 and 10 seconds. Thus,
the corresponding process involves defining (608) a time
window for the sensor off calculations and defining (610)
appropriate threshold values for identifying a sensor off
condition. As noted above, different threshold values may be
applied depending on, for example, the signal strength. In
one implementation, if the computed signal strength is less
than about %46™ of a maximum signal strength, then a signal
quality of 5.0 is used to identify sensor off conditions. That
is, a sensor off condition is detected if Q<5.0. Otherwise, a
signal quality threshold of 2.5 is applied.

[0051] The values within the time window for each chan-
nel are then used to calculate (612) a correlation coefficient
value for the data under analysis. Depending on the specific
implementation, the correlation coefficient value may be the
correlation coefficient itself or it may be the correlation
coefficient squared or some other value derived or related to
the correlation coefficient. From this correlation coefficient
value, a mean of the correlation coefficient value for the
window can be calculated (614). A standard deviation of the
correlation coefficient value over the window can also be
calculated (616). The signal strength is measured (618) in
the illustrated implementation in order to select and apply
(620) the appropriate threshold value. Based on this thresh-
old analysis a sensor off condition can be identified (622). If
a sensor off condition is detected, the parameter readings on
the oximeter display can be dashed (624) and/or an alarm
can be triggered. Otherwise, the parameter data is displayed
(626) as normal. In either event, the process 600 can be
repeated on a sample by sample basis or periodically
throughout an oximetry procedure.

[0052] While various embodiments of the present inven-
tion have been described in detail, it is apparent that further
modifications and adaptations of the invention will occur to
those skilled in the art. However, it is to be expressly
understood that such modifications and adaptations are
within the spirit and scope of the present invention.

What is claimed:
1. A method for use in detecting and responding to a
sensor off conditions in a pulse oximetry system, said pulse

Sep. 26, 2002

oximetery system including a first source for providing a
first channel signal associated with a first wavelength and a
second source for providing a second channel signal asso-
ciated with a second wavelength, said method comprising
the steps of:

obtaining first and second detector signals associated with
said first and second wavelengths, respectively;

monitoring a correlation between said first and second
detector signals;

determining a value related to a change in said correlation
between said first and second detector signals; and

identifying a sensor off condition based on said value.

2. A method for use in detecting and responding to a
sensor off conditions in a pulse oximetry system, comprising
the steps of:

defining a measure of signal quality;
monitoring said measure of signal quality;

calculating a value related to variance of said measure of
signal quality; and

identifying a sensor off condition based on said value.

3. A method for use in detecting and responding to a
sensor off conditions in a pulse oximetry system, said pulse
oximetry system including a detector for receiving light
signals modulated by tissue of a patient, said method com-
prising the steps of:

obtaining a signal based on an output from said detector;
filtering said signal to obtain a series of filtered values;
measuring a volatility of said filtered values; and

using said measured volatility to identify a sensor off
condition.
4. A method for use in detecting and responding to a
sensor off conditions in a pulse oximetry system, said
method comprising the steps of:

defining a measure of signal quality;
monitoring said measure of signal quality;

determining a first value related to a magnitude of said
measure of said signal quality relative to a time win-
dow;

determining a second value related to a variance of said
measure of said signal quality relative to said time
window; and

using said first value and said second value to identify a
sensor off condition.
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