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(57) ABSTRACT

This invention provides user interfaces that more intuitively
display physiological data obtained from physiological
monitoring of one or more subjects. Specifically, the user
interfaces of this invention create and display one or more
avatars having behaviors guided by physiological monitor-
ing data. The monitoring data is preferably obtained when
the subject is performing normal tasks without substantial
restraint. This invention provides a range of implementa-
tions that accommodate user having varying processing and
graphics capabilities, e.g., from handheld electronic devices
to ordinary PC-type computers and to systems with
enhanced graphics capabilities.
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COMPUTER INTERFACES INCLUDING
PHYSIOLOGICALLY GUIDED AVATARS

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of prior U.S.
provisional application 60/702,779 filed Jul. 26, 2005.

[0002] A portion of the disclosure of this patent document
contains material which is subject to copyright protection.
The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent
disclosure, as it appears in the Patent and Trademark Office
patent file or records, but otherwise reserves all copyright
rights whatsoever.

1. FIELD OF THE INVENTION

[0003] The present invention relates to the field of graphi-
cal user interfaces for computer displays, and more particu-
larly to graphical interfaces for visualizing physiological
data by means of avatars.

2. BACKGROUND OF THE INVENTION

[0004] Traditionally, physiological monitoring could only
be performed in the clinic, hospital, or laboratory using
monitoring equipment that was often not portable and could
even be invasive. As a consequence, physiological monitor-
ing was limited and the resulting data generally available
only to trained personnel. Consequently, physiological data
displays were designed primarily for such personnel.

[0005] However, advances in physiological monitoring
now permit the monitoring of persons in a wide range of
environments. For example, it is now possible to obtain
cardiopulmonary data in real time using non-invasive sen-
sors and lightweight monitoring devices from unrestrained,
ambulatory persons going about their normal activities. An
example of an ambulatory monitoring system is described in
U.S. Pat. No. 6,551,252 BI, issued Apr. 23, 2003. This
patent describes systems and methods that use comfortable
garments as platforms for sensors of multiple physiological
parameters. Sensor data can be processed at the monitored
person or transmitted or stored for remote processing.

[0006] Although physiological monitoring data is now
more available, even to persons without training, physiologi-
cal data displays are still often designed, as they were in the
past, for trained personnel. Such displays, however, can be
difficult for non-trained persons. Their access to physiologi-
cal monitoring data is thereby limited and new applications
for such data are hindered.

[0007] A number of references are cited herein, the entire
disclosures of which are incorporated herein, in their
entirety, by reference for all purposes. Further, none of these
references, regardless of how characterized above, is admit-
ted as prior to the invention of the subject matter claimed
herein.

3. SUMMARY OF THE INVENTION

[0008] This invention provides user interfaces displaying
physiological information that are designed for both skilled
and less skilled users, including those without specialized
physiological or medical training. Preferred display inter-
faces include graphical elements that promote intuitive
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understanding of physiological monitoring information, e.g.,
avatars guided by physiological monitoring data. The inven-
tion also provides novel applications of these user interfaces,
e.g., computer games with input of moment-by-moment
player physiology. The invention can also be implemented
on a variety of user electronic devices having displays,
including a training simulator, a personal digital assistant, a
handheld PC, a cell phone, an [Pod™, a digital camera, a
Blackberry®, a wrist mounted display, and a digital wrist
watch.

[0009] Specifically, the systems and methods of this
invention obtain physiological monitoring data from a moni-
tored subject and display the monitoring data by means of
one or more avatars that represent or simulate or mimic the
monitored physioclogical functions. In preferred embodi-
ments, the monitoring and displaying are real time, so that,
for example, monitored subjects can view and interface with
the avatars representing their current physiological func-
tions. Alternatively, stored monitoring data is displayed.
Such an embodiment is useful for those needing to review
and/or monitor subjects’ physiological status. The invention
is useful for monitoring humans, horses, dogs, monkeys,
other mammals, and other compatible vertebrate animals.

[0010] Thus the user interfaces of this invention have at
least one avatar guided by physiological data from a moni-
tored subject (human or animal) that represents and/or
simulates and/or mimics physiological systems according to
and in dependence on the physiological monitoring data
measured in real-time or retrieved from a data store. The
physiologically-guided avatars can represent a wide range of
physiological systems including for example: cardiac rate,
and/or cardiac stroke volume, and/or respiratory rate, and/or
respiratory volumes, and/or posture, and/or activity level,
and/or skin conductance, and/or skin temperature, and/or
levels of stress or anxiety, emotional states, and the like.

[0011] Specific examples of avatars include the following.
Cardiac physiology systems can be represented or simulated
or mimicked by cardiac avatars appearing as a more or less
realistic heart images that expand and contract as would a
real actual heart along with (or proportional to) the moni-
tored heart data. Cardiac avatars can also represent stroke
volume by expanding and contracting with varying ampli-
tudes. A cardiac avatar can provide cardiac sounds simulat-
ing (or derived from) actual heart sounds. Cardiac dysfunc-
tion can also be simulated or mimicked. For example,
arrhythmias can be represented as a cardiac avatar pulsing in
a manner corresponding to the arrhythmia; dysfunctional
contraction that occurs in, for example, heart failure or
myocardial infarction, can be represented by a heart avatar
expanding and contracting in a manner simulating the dys-
function. Cardiac electrical activities in or deduced from a
concurrent ECG (electrocardiogram) signal can be repre-
sented by, e.g., avatar colors varying with potential. ECG
waveforms can also be displayed side by side with the
avatar. Measures of cardiac stroke volume measures are
preferably determined by thoraco-cardiography (“TCG”)
and can also be represented with avatar colors varying with
stroke volume.

[0012] Respiratory systems can be represented by one or
more avatars appearing as one or both lungs and/or the
respiratory tract and/or the chest. These images can expand
and contract in along with (or proportional to) a concurrently
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measured respiratory rate and/or with an amplitude propor-
tional to concurrently measured respiratory volumes. When
such monitoring data is available, differential activity of the
right and left lungs can be represented by differential expan-
sion and contraction amplitudes of the right and left lung
avatars. A chest avatar can also expand and contract with the
underlying respiratory system. For example, certain respi-
ratory sensors, for example, with respiratory based on induc-
tive plethysmography (respiratory IP) technologies, return
measurements of 1ib cage and/or abdominal sizes that can be
used to guide an avatar representing the chest and adjacent
abdomen as well as the underlying subject respiration. A
respiratory avatar can also provide respiratory sounds rep-
resenting air flow, and also sounds representing coughs,
sighs, and the like, when these events are observed.

[0013] Furthermore, respiratory and/or cardiac avatars can
represent blood oxygenation data, such as can be measured
by pulse oximeters and the like, by changing blood and/or
vascular colors, for example, varying between red and blue.
Vascular avatars, if present, can represent the oxygenation
state in the pulmonary and/or central and/or peripheral
vasculature.

[0014] A subject’s posture and activity can also be repre-
sented by an avatar. Posture and activity information can be
derived from accelerometer data and similar data. For
example, high-pass filtered accelerometer data primarily
reflects activity level, while low-pass filtered data primarily
reflects posture. Then, posture can be represented by an
avatar comprising images of a person, perhaps more or less
stylized, that is, for example, recumbent and/or sitting
and/or standing. Activity level can be represented by a
person avatar engaged in selected activity with correspond-
ing intensities. For example, images of a person avatar
walking and/or walking rapidly and/or running and/or
climbing can represent the corresponding subject activity
levels. Appropriate sounds can accompany postures and
activities.

[0015] Avatars can also represent, simulate, or mimic less
direct physiological information. For example, an avatar can
represent subject stress, or subject anxiety levels, or subject
emotional state by displaying stylized faces having facial
expression intuitively and generally associated with levels
states of emotion and/or stress and/or anxiety. Such an avatar
can also use symbolic representations, for example, graphics
of more or less elevated physical pressure and/or physical
temperature, or even simply by colors, e.g., progressing
from “cooler” greens to “hotter” reds. A further such avatar
can represent indicia of energy expenditure and the like by
images of fuel gauges, fires and the like. Such less direct
physiological information is often derived from directly
measured monitoring data by linear models, neural net-
works, expert systems, and the like. For example, indicia of
stress and/or anxiety can be derived from characteristically
elevated or changed respiratory activity, cardiac activity,
skin conductance and/or temperature, EEG data, and so
forth. Indicia of energy expenditure can be derived by
combining cardiac, respiratory, and accelerometer data.

[0016] Although the user interfaces of this invention
include at least one physiologically guided avatar, avatars
not directly guided by physiological monitoring data can
also be presented. One such embodiment is directed to
personal training, such as medical rehabilitation, athletic
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training, endurance training, and the like. Such an embodi-
ment can present directly to the subject and in real time
avatars that are physiologically-guided by a monitored sub-
ject during their training. The subject thereby receives a
form of training or athletic biofeedback. A system for
practicing this embodiment preferably includes wireless
transmission of monitoring data from the subject and a
training device, e.g., a stationary bicycle, or a treadmill, or
the like, having a display for presenting such avatars.

[0017] Further, information regarding training progress
and goals can be similarly presented to the subject. Progress
and goal information can optionally be presented also as one
or more avatars, e.g., a person avatar can act as a “virtual
trainer” or a “virtual doctor”. In the context of athletic
training, a “virtual trainer” avatar can present a subject’s
training program and/or a subject’s training accomplish-
ments and/or a subject’s current training goals. A “virtual
trainer” avatar may also exhort the subject to further training
achievements. In the context of rehabilitation, a “virtual
doctor” avatar can be present similar information regarding
a rehabilitation program, e.g., for myocardial infarction
victims. Such an avatar can also be guided, e.g., by simple
thresholds, by an expert system, or the like, to monitor for
excessive physiological performance that may be risky.
interpretations of monitoring data in order to suggest rel-
evant medical issues and resolutions using text or text-to-
speech outputs.

[0018] Other avatars can also be directly controlled by
input from a user and/or a subject entered using mice,
joysticks, game consoles, spoken input, and so forth.
Directly controlled avatars can move and act in the user
interface and can be particularly useful for, e.g., computer
games that include player physiological information,

[0019] Furthermore, the user interfaces of this invention
can have the following additional features. An avatar can
have alternate visual realizations, for example, changing
colors or sizes in response to status of a represented physi-
ological system. An avatar can include multimedia elements,
e.g., sound presentations as well as visual presentations.
Sounds can simulate or mimic sounds normally generated by
a monitored physiological system, or can include spoken
text summarizing monitoring data, or can draw attention to
important situations, and the like. An avatar can from
time-to-time have only a sound presentation, or only a visual
presentation, or a combined sound and visual presentation,
which can be presented to a user in selectable combinations.

[0020] User interfaces of this invention can also present
two or more avatars. Different avatars can be guided differ-
ent physiological functions monitored from a single subject,
or by physiological monitoring data from two or more
different subjects, and the like. Different avatars can be
combined as well as individually displayed. For example, a
heart avatar guided cardiac monitoring data can be com-
bined with a respiratory avatar guided by respiratory moni-
toring data to present a cardio-respiratory avatar guided by
both cardiac and respiratory data. A cardio-respiratory avatar
can be visually combined with a breathing chest, and all can
be further combined with a person avatar representing
subject posture and/or activity.

[0021] User interfaces of this invention can also include
other visual elements. Avatars can be displayed against a
background such as simple colors and/or textures, or styl-
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ized common environments such as a medical environment,
or residential environment, or gym environment, or an
athletic environment, GPS information from the monitored
wearer information, geographical images (e.g., a satellite
image based on GPS information), or the like. User inter-
faces can also include textural and/or numeric elements. For
example, numeric values of monitored physiological data
can be displayed as, e.g., thermometers, dials, sliders, and so
forth. Quantitative data can be converted into text phrases or
sentences which can be displayed or spoken. Further, mul-
tiple monitored subject can be presented as multiple avatars.
For example, a team of first responders, e.g., a hazardous
material clean up team of 25 or 50 people, can each be
represented by a unique avatar displayed on a screen and
representing the deployment of the team is deployed and the
health status of each person.

[0022] This invention also includes virtual reality (“VR™)
type user interfaces in which avatars can act and/or move in
a simulated 3D manner. A user or subject can then feel
actively immersed in the physiology being represented. User
interface displays can also be arranged so that the monitored
subjects can view their own physiologically-guided avatars,
preferably in real time. Immediate feedback can be used for
physical training, or athletic training, or biofeedback, or the
like.

[0023] Preferably, this invention’s user interfaces and
methods are made available on the widest possible range of
computer systems, from low-end business and home PC-
type computers to systems with advanced graphics capabili-
ties. This invention can also be implemented on gaming
systems such as a Playstation®, an X Box®, a wrist
mounted low resolution display, a helmet mounted head’s up
displays with monocles and displays. These interfaces can
also be used on handheld devices, e.g., handheld game
machines, cell phones, PDAs, and the like. Examples of
implementation systems include PC-type computers config-
ured for home or business use can have processors with
speeds of 1 GHz or lower and memories of 128 MB or lower.
Implementation systems also include more capable PC-type
computer systems can have processors with speeds of 2 GHz
or greater and memories of 256 MB or more and be
configured with add-in graphics boards enhanced processing
and graphics capabilities. Implementation systems also
include game processors or game machines, which now
have highly capable graphics systems, using a TV set as a
display. It is also preferred that this invention be imple-
mented on high-performance work-station type computer
systems with attached graphics subsystems perhaps, e.g.,
VR-type interfaces.

[0024] To provide for a range of implementation platforms
it is preferred that this invention include a range of method
implementations. These implementation are preferably
structured in a client server fashion where in general the
client displays the user interface including physiologically-
guided avatars while the server generates and transmits the
graphics to the client. The distribution of processing
between client and server depends on client capabilities. For
clients of limited capability, the server generates most graph-
ics and transmits them to the client either in advance of user
interface display (e.g., as a program product on removable
computer readable media) or concurrently with user inter-
face display. More capable client systems can also generate
some displayed graphics in addition to interface display and
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require less server support. Finally, the most capable clients
can generate substantially all displayed graphics and there-
fore can dispense with a server.

[0025] Accordingly, embodiments of this invention
directed to low-end gaming and PC-type systems preferably
perform little if any graphics generation, and instead retrieve
and display already most avatar images already generated on
a server, which for example, can be stored as animation
sequences, such as an animation of a heart through one cycle
from systole to diastole and back to systole. Preferably, even
these clients have capabilities sufficient to modify graphics
to some degree. For example, the client preferably is able to
compose screen displays from already-created graphics
objects, and/or display avatar animations at a rate guided by
physiologically monitoring data and/or combine avatars
with a selected background and other data, and so forth.

[0026] Embodiments directed to client systems of inter-
mediate graphics capability can create or modify certain
graphics but may still rely on a server for already-created
graphics. For example, already-created images of a cardiac
avatar can be morphed (i.e., smoothly changing an initial
shape into a final shape) to represent, e.g., varying stroke
volumes, or to simulate or mimic less predicable cardiac
rhythms, such as ectopic ventricular beats, intermittent atrial
tachycardia, and the like. Such clients can optionally gen-
erate user or subject controlled avatars, provide more back-
grounds with size, view point, perspective, and the like.

[0027] Embodiments directed to high performance pro-
cessing, graphics and display client systems can create all or
nearly all graphics, in particular avatar images de novo,
entirely from, e.g., object descriptions. Object descriptions
can be parameterized so that avatars can be specifically
generated to represent, simulate, or mimic current details of
received physiological monitoring data. Also, aspects of the
above range of embodiments can be combined.

[0028] The meanings and limitations of the terms “avatar”
and “physiologically-guided avatar” as used herein are next
described and illustrated with the assistance of non-limiting
examples of cardiac avatars, which are displayed in some
preferred embodiments to simulate, or mimic, or represent a
subject’s (human or animal) cardiac function and cardiac
system. Cardiac avatars preferably comprise a sequence of
heart images constructed and displayed in dependence on
physiological monitoring data, which in the case of the
cardiac system, is primarily cardiac rate and optionally also
cardiac volume. Other avatars of this invention are similar.

[0029] In a simple cardiac avatar embodiment, a single
cardiac avatar comprising a single sequence of cardiac
images representing a pulsing heart is used to represent all
monitored subjects. The image sequence can optionally be
modified from, or derived from, a single original heart
image. The avatar image sequence can then be displayed at
a rate similar to a subject’s concurrently monitored heart
rate. Optionally, the image sequence can also be modified so
that the displayed pulsation amplitude is similar to the
subject’s concurrently monitored cardiac stroke volumes (or
indicia thereof).

[0030] A more complex cardiac avatar embodiment can
use multiple differently-appearing cardiac avatars, the par-
ticular avatar used for a particular subject being chosen to
best represent certain, selected characteristics of that sub-
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ject’s heart. For example, one embodiment can have four
heart avatars: one heart avatar representing a young heart;
another heart avatar representing an old heart; another heart
avatar representing a healthy heart, and a further heart avatar
representing a failing heart. Then, a young, old, healthy, or
failing heart avatar is used to represent a young subject, an
old subject, a healthy subject, or a subject suffering from
heart failure, respectively. This embodiment represents more
realistically than the previous embodiment selected cardiac
characteristics.

[0031] An even more complex cardiac avatar embodiment
can use a different avatar individualized for each monitored
subject. For example, a medical image of a particular
subject’s (human or animal) heart, such as an MRI (mag-
netic resonance imaging) image or a CAT (computer assisted
tomography) scan image, can be obtained. The cardiac
avatar images for that subject can then comprise images,
derived from, or modified from the medical image, each
image perhaps being morphed by dilation and/or contraction
of the original image in order to represent the subject’s heart
at one moment of a cardiac cycle having a particular stroke
volume. This individualized avatar is then displayed at a rate
determined by the subject’s concurrently monitored heart
rate and/or with an amplitude determined by the subject’s
concurrently monitored stroke volume. This embodiment is
even more realistic.

[0032] Tt can now be appreciated that the avatars of this
invention are neither medically-correct images nor mere
cartoon-like animations. First, although avatar images in
certain embodiments of this invention can be derived and
modified from medically-correct images (e.g., MRI image,
CAT images, medical photographs, and the like), the dis-
played avatar images do not provide images of a monitored
subject that are medically-correct and useful. Medical
images useful to a practitioner necessarily provide all image
details in an entirely faithful manner. The avatars of this
invention do not faithfully depict all medical details. Instead,
they provide intuitively accessible, visual analogies for the
physiology of a monitored subject as captured in physiologi-
cal monitoring data. Second, although the avatars of this
invention are visual analogues of a subject’s monitored
physiology, they are not entirely fanciful in the manner of
cartoon-like animations and the like, even if certain cartoon-
like animations provide similar visual analogies. Cartoon-
like animations represent only the imagination of the creator.
The avatars of this invention represent an actual monitored
subject, and are guided the moment-by-moment actual by
the subject’s physiology.

[0033] A number of references are cited herein, the entire
disclosures of which are incorporated herein, in their
entirety, by reference for all purposes. Further, none of these
references, regardless of how characterized above, is admit-
ted as prior to the invention of the subject matter claimed
herein.

4. BRIEF DESCRIPTION OF THE DRAWINGS

[0034] The present invention can be understood more fully
by reference to the following detailed description of pre-
ferred embodiments of the present invention, illustrative
examples of specific embodiments of the invention, and the
appended figures in which:

[0035] FIGS. 1A, 1B1 and 1B2 illustrate exemplary sys-
tems for practicing this invention;
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[0036] FIGS. 2A-C illustrate exemplary physiological
monitoring sub-systems for practicing this invention;

[0037] FIG. 3 illustrates schematically methods of this
invention; and
[0038] FIGS. 4A-B illustrate behaviors of an exemplary
avatar.
5. DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS
[0039] This invention creates and displays user interfaces

including avatars having actions guided by physiological
data obtained by monitoring one or more subjects. Thus,
such avatars are often referred to herein as “physiologically-
guided avatars”. In preferred embodiments, this invention
can be practiced on PC-type computer systems. From the
following description, it will be apparent to those of ordinary
skill in the art how this invention can be implemented on
other types of computer systems having other graphics
capabilities. Headings are used hereon for clarity and con-
venience only and without any intended limitation.

Preferred Systems—Monitoring Subsystems

[0040] Preferred systems of this invention include sub-
systems that collect physiological monitoring data from
monitored subjects (monitoring sub-systems), and sub-sys-
tems that receive monitoring data and process it for display
in the user interfaces of this invention (processing and/or
display sub-systems). Generally, physiological monitoring
sub-systems can be designed for in-hospital, in-clinic, and/or
ambulatory use and can use either invasive and/or non-
invasive sensors. Preferred monitoring subsystems are
designed primarily for ambulatory use and have only non-
invasive sensors.

[0041] FIGS. 1A, 1B1 and 1B2 schematically illustrate
alternative system configurations. FIGS. 1B1 and 1B2 use
the same reference numbers for the same structures, except
for the replacement of device 29 with device 30. These
figures illustrate monitored subjects 1, 11, and 27 configured
with exemplary, ambulatory and non-invasive physiological
monitoring systems having exemplary physiological sensors
3, 4, and 5. Sensors 3 are exemplary “size sensors”. Such
sensors are responsive to various indicators of body sizes,
such as surface lengths, full or partial circumferences,
diameters, and the like, and, when positioned on or about
portions of a subject, can provide data responsive to the
subject’s physiological processes. For example, size sensors
at one or more cross-sections of the torso, e.g., at an
abdominal cross-section and at a rib cage cross section,
provide data that can be accurately interpreted using a
two-component breathing model to determine respiratory
rates and volumes, e.g., tidal volumes. Size sensors at other
torso cross sections provide data responsive to cardiac or
aortic pulsations, and size sensors about one or more limbs
can be responsive to venous or arterial pulsations.

[0042] Size sensors useful in the present invention can be
based on diverse technologies, including magnetometers;
strain gauges using magnetic, mechanical or optical means;
optical techniques including interferometry; electrical
impedance; surface electrical or magnetic activity; plethys-
mography, ultrasonic and Doppler measurements of body
wall motions or body diameters; and so forth. Preferred size
sensors are based on inductive plethysmographic (IP) tech-
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nology. This technology uses sensors that have inductances
that vary as the sizes of the sensors vary. Each IP sensor is
coupled to an oscillator in a manner such that the oscillator
frequency varies as sensor inductance varies. The output IP
signal is a digitized representation of the varying oscillator
frequency. Consequently, when an IP sensor is snugly fit to
a body part, the resulting IP signal reflects the varying sizes
of that body part.

[0043] IP technology has been described in U.S. patents
assigned to the assignee of the present application, including
U.S. Pat. Nos. 6,783,498; 6,551,252; 6,413,225; 6,341,504
6,047,203; 5,331,968; 5,301,678; 5,178,151; 4,834,109
4,807,640 issued Feb. 28, 1989. IP technology is also
described in published U.S. applications including applica-
tion Ser. No. 10/822,260. Specialized IP technology known
as thoraco-cardiography (“TCG”) can also obtain measures
of cardiac stroke volume, aortic pulses, and other central
vascular pulsations. See specifically, e.g., U.S. Pat. Nos.
6,783,498 and 5,178,151. All U.S. patents and published
U.S. applications referred to herein are incorporated herein
by reference in their entireties for all purposes.

[0044] Sensors 4 and 5 represent other non-invasive physi-
ological sensors that can be used in this invention. For
example, accelerometers mechanically coupled to a moni-
tored subject can register current activity level and posture
of the individual’s body or parts thereof. Electrodes electri-
cally coupled to a monitored subject can register electrical
activities including, e.g., electrocardiogram (“ECG™) sig-
nals, electroencephalogram (“EEG”) signals, electro-oculo-
gram (“EOG”) signals, electro-myogram (“EMG”) signals,
skin conductance or resistance, electrical impedances, and
the like. Other sensors can register surface temperature, core
temperature, blood oxygen saturation, generated sound,
ultrasound signals and echoes, and the like.

[0045] The exemplary monitoring subsystems illustrated
in FIG. 1A-B also includes portable data units (PDU), e.g.,
PDUs 9 and 33. PDUs contain electrical circuitry that
operates sensors, retrieves sensor data, and processes
retrieved data at least so that it can be digitally transmitted
in real time. Preferred PDUs are sufficiently small and light
so that they can be on or in the vicinity of the monitored
subject. FIG. 1A illustrates wireless transmission, e.g., using
Bluetooth, WiF1i, or cell phone technologies. FIGS. 1B1 and
1B2 illustrates transmission via a wired link. Temporary
storage if needed can use semiconductor or magnetic media.

[0046] Preferred monitoring sub-systems configure sen-
sors into one or more wearable items, for example, gar-
ments, jackets, bands, patches, and the like. The wearable
items, e.g., garments, are preferably unobtrusive, comfort-
able, and useable without assistance. FIGS. 2A-C illustrate
several monitoring garments. The subject of FIG. 2A is
actively exercising unconstrained by a monitoring sub-
system consisting of a single chest band 203a and local
portable data 209¢ unit configured as a wrist watch. FIG. 2B
illustrates a shirt 2375 capable of incorporating more sensors
but still suitable for most levels of activity. Illustrated are
two size sensors 2035 at the rib cage (RC) and the abdomen
(AB) sizes that return signals from which tidal volume can
be determined. The shirt also incorporates (a two lead) ECG
205b.

[0047] Finally, FIG. 2C illustrates garment 237¢ config-
ured as a body suit and equipped with a more extensive array
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of size sensors 203¢ for measuring respiration rate and tidal
volume, individual lung functioning, venous and arterial
pulsations, cardiac volumes, individual lung function, and
the like. This embodiment is provided with two portable data
units, unit 209¢ attached to the garment for shorter range
wireless transmission and limited signal storage and unit
2094 in the vicinity of the garment for longer range wireless
transmission and more extensive data storage.

[0048] In FIGS. 1A, 1B1, 1B2, and 2C, the upper and
lower circles or bands about the thorax represent rib cage
and abdominal IP sensors which provide signals from which
respiratory rate, tidal volume, and other respiration-related
parameters can be extracted. The central circle or band about
the mid-thorax represents a further IP sensor which provides
signals from which cardiac stroke volume and other cardiac-
related measures can be extracted by means of TCG.

[0049] Suitable monitoring subsystems based on IP sensor
technology are available from VivoMetrics, Inc., Ventura,
Calif.

Preferred Systems—Processing and Display Subsystems

[0050] Methods of this invention can be implemented on
a range of processing and display processing subsystems.
Exemplary processing subsystems are illustrated in FIGS.
1A, 1B1 and 1B2.

[0051] FIG. 1A illustrates a processing and display sub-
system accommodating a plurality of simultaneously-moni-
tored subjects, subjects 1 and 11, a plurality of processing
and display subsystems, subsystems 13, 15-17, 19, and 23,
and a plurality of network links. Each subject 1 and 11 is fit
with a wearable item configured with one or more physi-
ological sensors operated by PDU 9. PDU 9 then wirelessly
transmits monitoring data to network 21, and network 21
then transfers monitoring data to the processing and display
systems. Monitoring data can be stored in database 25.

[0052] Here, processing subsystems 13 and 17 with dis-
play 15 and 19 can be, for example, PC-type computers.
Processing subsystem 16 can be a laptop-type computer with
a built-in LCD display. Processing system 23 can be a
workstation-type or a server-type computer. In this embodi-
ment, the processing and display subsystems can local to or
remote from the monitored subjects. Subsystems 16, 17 and
19 can be located in the vicinity of subject 1 so that this
subject can view avatars representing simultaneous physi-
ological functions in real time. Subsystems 13 and 15 can be
remote from monitored subjects 1 and 11 for use by, e.g,,
medical personnel, monitoring personnel, or the like. All
these processing and display subsystems display avatars
representing monitored subjects and guided by real time or
by previously-recorded monitoring data.

[0053] FIG. 1B1 illustrates an exemplary system for single
monitored subject 27 who is illustrated wearing a garment
with a plurality of sensors. The processing and display
subsystems, to which the subject is directly linked by a
wired connection through PDU 33, are a routine PC-type
computer 29 and a routine PC-type display. Computer 29,
perhaps being of more limited capabilities, may display
physiologically-guided avatars easily constructed from
graphic templates previously downloaded from a more
capable server-type computer. FIG. 1B2 illustrates an simi-
lar system but adapted for computer games employing
avatars guided by the physiology of the one or more players.
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This gaming embodiment employs as a processing sub-
system 30 one of the commercial gaming systems, e.g.,
XBOx™, Microsoft Corporation (Redmond, Wash.), Play-
Station™, Sony Corporation of America (New York, N.Y.),
and GameCube™, Nintendo of America Inc. (Redmond,
Wash.). Modern commercial gaming systems can include
processing and graphics capabilities sufficient to display
physiologically-guided avatars having realistic images and
realistic behaviors. Optionally, a gaming embodiment (and
other embodiments) can display avatars guided by explicit
user control from, e.g., gaming input device 35. Also, the
display subsystem for a gaming embodiment (and other
embodiments) can be a standard television set, a hand held
electronic device, a hand held gaming device, a cell phone,
and other portable electronic devices.

[0054] Tt should be understood from the above that this
invention can be implemented on processing and display
subsystems with a range of capabilities, subsystems of
greater capabilities operating standalone while subsystems
of lesser capabilities requiring assistance of server systems.
For example, some processing and display subsystems can
have sufficient processing and graphics capabilities to be
able to create and display all graphics representing the
physiologically-guided avatars of this invention. Other sub-
systems can have lesser capabilities sufficient only to create
and display some, perhaps simpler, graphics representing
physiologically-guided avatars. More complex graphics
beyond such subsystems capabilities can be downloaded
offline or online from server systems where these graphics
are created. Finally, this invention can be implemented on
subsystems of modest capabilities that require most graphics
to be downloaded or preloaded from a server. Such sub-
systems may be limited to no more than displaying already-
created animations.

Methods of the Invention

[0055] Methods of this invention first receive physiologi-
cal sensor data, then extract physiological information from
the received data, next create and/or modify user interface
graphics including at least one avatar guided by the
extracted physiological information, and finally display the
created user interface. It has already been described in detail
how data is received from physiological monitoring sub-
systems; the further steps of the methods of this invention
are described in detail in the following.

[0056] The sensor signal processing needed to extract
physiological information is known for many of the impor-
tant sensors of use in this invention is known. For example,
the processing required to extract respiratory rate and res-
piratory volume information from respiratory IP sensor
signals, e.g., signals from IP sensors at the level of the rib
cage and/or the abdomen, is described in the previously cited
U.S. patents and applications that describe IP technology
and that are assigned to the assignee of this invention. See,
in particular, U.S. Pat. Nos. 6,551,252 and 6,047,203 and
U.S. application Ser. No. 10/822,260. Heart rate information
can be extracted from ECG signals by known methods. An
IP sensor at the mid-thorax provides signals from which
cardiac stroke volumes and cardiac output can be extracted
according to methods also described in the cited IP patents,
in particular in U.S. Pat. No. 6,783,498. Further, acceler-
ometer data can be processed to provide posture and activity
data. Cerebral electrical activity signals can be processed to
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vield electroencephalographic frequency spectrum informa-
tion, from which in turn can a degree of alertness or arousal
can be inferred. See, e.g., U.S. patent application Ser. No.
10/991,877 (and incorporated herein by reference in its
entirety for all purposes). Body temperature signals, skin
conductance signals, and the like, can often be processed by
little more than filtering and artifact removal.

[0057] The graphics creation and display methods are
preferably structured so that this invention can be imple-
mented on user systems having a wide range of processing
capabilities. A preferred such structure that achieves this
goal separates these methods into a number of processing
units that operate in, at least, a conceptually sequential
manner and perhaps also in a temporally sequential manner.
Then a user system can process only those final units in the
processing sequence that are within its capabilities, while
relying on server systems for processing of the prior pro-
cessing units. For example, a highly capable user system
may process all processing units, while a minimally capable
user system may process only the terminal processing unit
receiving the results of processing the prior unit from a
server system. For clarity and without limitation, the meth-
ods of this invention are now described in the following in
an embodiment where there are two principal processing
units: a first unit that creates and renders graphics objects,
and a second unit that assembles and displays already-
created graphic objects.

[0058] FIG. 3 illustrates such a preferred embodiment
where the methods of this invention are structured into two
units, create-graphics unit 91 and user-interface-session unit
95. The two processing units are linked by the exchange of
graphics-related data represented as stores 93. Although
stores 93 is illustrated as magnetic disk storage, this is
exemplary and not limiting as graphics-related data can be
exchanged also on optical media, by network link, in shared
main memory (when a single system processes both units),
or by other means known in the art. Generally, the create-
graphics unit is performed first in order to create graphics
data represented as in store 93. The user session unit is
performed next (or overlaps or is pipelined with the create
graphics unit). It retrieves the created graphics data, and uses
it to assemble and display user interfaces with physiologi-
cally guided avatars. The term “user session” is used herein
to conveniently refer to a group of sequential user steps.

[0059] Different embodiments can perform particular
steps illustrated in FIG. 3 in different sequences. For
example, a processor and display subsystem of greater
capabilities can be able to perform step 59« and/or step 57a
of the create-graphics sequence as part of the create-objects
sub-step of create-and-assemble step 69. In this case, steps
59a and/or 57a need not be performed and stores 595 and/or
57b need not be created. However, a processor and display
subsystem of lesser capabilities need only perform the
create-and-assemble step to create displayable graphics data
as illustrated, relying on already-created graphics data in
store 93.

[0060] A create-graphics session proceeds step-by-step
from begin 51 to end 61 to create and store increasingly
detailed graphics descriptions and graphics objects. First,
step 53a creates and stores 535 one or more user interface
scenarios. User interface scenarios describe general user
interface characteristics, e.g.: the types of avatars and by
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what physiological data they are guided, their visual repre-
sentations, their behaviors, and the like. A scenario can
include a series of scenes that also characterize display of
textual, numeric, or symbolic information elements to be
displayed in other than avatar formats, user interface back-
ground, the visual environment of avatar and non-avatar
displays; and the like. User interface scenarios can be
created de novo by, e.g., illustrators, animators, interface
designers, and the like. Graphical representation can also be
derived from graphics and image libraries, e.g., medical
image libraries.

[0061] Next, in step 55a, graphics software creates and
stores 555 graphic object descriptions from scenes and
scenarios 53a. These descriptions are higher level (often
non-displayable) instructions that rendering software can
use to create displayable images. For example, one type of
such description specifies a sequence of vectors that outline
an image; another type can specify a plurality of triangles,
surface colorings, and surface texturing that form a three-
dimensional appearing image. These description can allow
aspects of individual elements of these scenes, as well as the
scene as a whole, are modifiable. For example, properties of
individual elements such as scale, orientation, lighting,
movement, and the like can be modified. Additionally,
description of physiologically guided avatars or avatar ele-
ments must include information described how the indi-
vidual display elements respond to physiological monitoring
information. For example, in the case of a respiration-guided
avatar image, the modifications of scene elements can be
parameterized by, e.g., tidal volume. Such descriptions can
be encoded as lists of, e.g., Open GL, parameterized com-
mands.

[0062] Next, step 57a creates and stores 57b displayable
graphic images and objects from graphic descriptions 555.
Displayable images can include bitmaps, bitmaps fragments,
and the like that can be assembled into a complete image
ready for presentation on a raster display device. These
objects are generally built from the previous graphics
descriptions, but can also include images retrieved from
libraries of already-created objects and images. Displayable
images such as bitmaps are generally less modifiable than
graphic descriptions. For example, aspects of the scenes as
a whole usually can be modified by, e.g., scaling, rotation,
coloring, and the like, but aspect of individual scene ele-
ments cannot usually be individually modified. Accompa-
nying these bitmaps and the like is information describing
how they are controlled by physiological monitoring infor-
mation. This information can control bitmap modification as
such modification is possible. Alternatively, each bitmap can
comprise a set of closely related bitmaps, and physiological
monitoring information can select from this set

[0063] Next, if called for by a particular scenario, step 59a
creates and stores 595 animations for display in user inter-
faces. Animations are preferably constructed to be similar to
movie clips comprising a sequence of images or frames that
together represent avatar behaviors, or avatar behavior frag-
ments. Modification of animations is generally limited to
overall scaling, playback speed, modification of individual
images, and the like. And animations include description of
how these modifications (especially playback speed) are
controlled by physiological monitoring information. Display
of user interfaces constructed from avatar animations gen-
erally requires few client resources, limited to, e.g., assem-
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bly of one or more animations into a single interface and
then playback of the assembled animations as guided by
physiological monitoring data. For example, an animation
can depict the right and left lungs as they proceed through
an cycle of inhalation and exhalation cycle; this animation
can be played back at the monitored rate of the subject’s
respiration.

[0064] User interfaces are assembled and displayed during
a user-interface-session sequence which extends from begin
63 to end 81. First, a user initiates 67 a user interface (Ul)
session and selects 65 the desired user interface description
from the already-created, libraries. Some embodiments can
offer only one UT; in other embodiments can offer a plurality
of Uls. The Ul can be executed as a substantially indepen-
dent program or be integrated into a parent application. In
the case of a more capable user system, the user interface
description can be a scenario selected from Ul scenario store
53b, and the user system then entirely builds and modifies 69
all display images. In the case of a user system of limited
capabilities, the user interface description can be an anima-
tion selected from store 595, and the user system merely
controls 69 its playback rate in response to physiological
monitoring information.

[0065] Input necessary to control the physiologically-
guided avatars and other controllable elements of the
selected user interface is extracted from user monitoring
data 73. Physiological monitoring data 73 can be received in
real time from monitoring subsystems, or monitoring data
can be stored and later retrieved. If one or more avatars or
other UI components respond to user input 71, input from
appropriate user interface devices is also necessary.

[0066] Next, the user interface is created and assembled 69
from the retrieved user interface description. As described,
depending on the capabilities of the user system, the creation
and assembly step can perform in essence one of more of
steps 53a-59a. For example, a user system can perform all
of 53a-59a, or only 55a-59a, or only 57a and 594, or only
59a. In these case, stores 53a-59a can merely represent
in-memory transfer of data between processes. Alterna-
tively, a user system can merely retrieve already-created Ul
(perhaps from a removable storage device) and display them
under the control of physiological monitoring data. As also
described, graphic objects and data description include how
they are parameterized and controlled by physiological
monitoring data.

[0067] More concrete Ul descriptions are generally less
modifiable and controllable than more general UT descrip-
tions. Thus, Uls created and assembled from stores 535 or
55b are capable or fuller, perhaps more realistic, depiction of
a subject’s physiological processes. And, for Uls selected
and displayed from store 59a, only playback speed, overall
shading, and the like can be controlled by monitoring data.

[0068] Finally, the created and assembled UI scenes are
displayed 75. Steps 69 and 75 may be separate as illustrated,
or alternatively, can be closely coupled into what is essen-
tially a single step. The above description is one preferred
embodiment of the methods of this invention that has been
chosen and presented for compactness and clarity of descrip-
tion. It will be understood by one of ordinary skill in the art,
that the invention includes alternative embodiments having
methods with different structures and arrangements but that
are capable of implementing the physiologically-guided
avatars of this invention.
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[0069] Software modules and accompanying graphics data
objects are selected, packaged and provided to client and
server systems according to their capabilities and/or avail-
able resources. Software methods can be written in appro-
priate computer languages, preferably C or C++, with graph-
ics facilities provided by interface libraries, e.g., OpenGL
(OpenGL.  Foundation, = www.opengl.org),  DirectX
(Microsoft, Inc.), and the like. Alternatively, software can be
written in high level graphics-oriented languages, such as
are provided by Macromedia, Inc. (San Francisco, Calif.).
Executable software and graphics data can be provided to
client and server systems on optical and magnetic storage
media, or by network link, or by other known distribution
means.

EXAMPLES OF THE INVENTION

[0070] FIGS.4A-B illustrate a user interface of this inven-
tion with several physiologically guided avatars. Although
illustrated in black and white, this interface is displayed in
color. FIG. 4A illustrates a first frame of this user interface.
There are two physiologically-guided avatars: lung avatar
103a guided by a respiration rate, and heart avatar 105q
guided a cardiac rate. During a respiratory cycle from
inhalation to exhalation and back to inhalation the lung
avatar behaves by expanding, contacting, and then expand-
ing again in synchrony with the monitored inhalation and
exhalation. Similarly, during a cardiac cycle from diastole to
systole and back to diastole, the heart avatar behaves by
expanding, contacting, and then expanding again in syn-
chrony with the heart data. Specifically, FIG. 4A depicts
lung avatar 103a as expanded in inhalation, and heart avatar
1054 as expanded in diastole.

[0071] User interface can optionally include additional
display elements. Preferably, the additional elements can
provide the context of avatar behaviors. For example, the
display background is a substantially uniform color con-
trasting with the display elements. The heart and lung
avatars are displayed as in an image of a torso 101a in order
to provide a realistic context. Numeric data elements can
also displayed. Here, numeric respiration rate 107a is
updated to display the value of the current respiration rate,
and the accompanying lung image (avatar) is shaded to
reflect the current respiratory rate. Numeric cardiac rate
109q is similarly updated and accompanying static cardiac
image (avatar) is similarly shaded.

[0072] Also displayed is thermometer display 113a rep-
resenting a subject’s activity index. This index represents the
intensity of the monitored subject’s physical activity, and
can be derived from, e.g., accelerometer data. Further,
thermometer-type display 111a represents a subject’s pre-
sents the value of a stress index, which here 1s intended to
reflect the monitored subject’s current state of psychological
stress. It can be derived by combining a plurality of physi-
ological monitoring data types. The activity level and the
stress displays provide the context for interpreting the car-
dio-respiratory guided avatars and other display elements.

[0073] FIG. 4B (corresponding elements in FIGS. 4A and
B have suffices “a” and “b”, respectively) illustrates a
different frame of the same this user interface. Here, cardiac
avatar 1056 is illustrated in a contracted, diastolic state; and
lung avatar 1056 is illustrated in a contracted, exhalation
state. Numeric respiration and cardiac data, 1076 and 1095,
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indicate increased cardio-respiratory activity. These
increased rates occur in the context of increased physical
activity 1135 and increased psychological stress 1115.

[0074] The invention described and claimed herein is not
to be limited in scope by the preferred embodiments herein
disclosed, since these embodiments are intended as illustra-
tions of several aspects of the invention. Any equivalent
embodiments are intended to be within the scope of this
invention. Indeed, various modifications of the invention in
addition to those shown and described herein will become
apparent to those skilled in the art from the foregoing
description. Such modifications are also intended to fall
within the scope of the appended claims.

What is claimed is:
1. A computer-implemented method for displaying a user
interface (“UI”) comprising:

receiving physiological monitoring data reflecting
moment-by-moment values of one or more physiologi-
cal parameters of a monitored subject during one or
more time intervals; and

displaying a computer Ul comprising at least one avatar
having a visual representation reflecting the physiology
of the monitored subject;

wherein the moment-by-moment appearance of the visual
representation of the avatar is controlled in dependence
on one or more of the received physiological param-
eters.

2. The method of claim 1 wherein the physiological
parameters comprise one or more of a respiratory rate, a tidal
volume, a cardiac rate, a cardiac stroke volume, a tempera-
ture, an activity indicator, and a physiological stress indi-
cator.

3. The method of claim 1 wherein a plurality of avatars are
displayed, each different avatar reflecting different received
physiological parameters.

4. The method of claim 3 wherein at least one avatar
reflects respiratory activity and at least one avatar reflects
cardiac activity.

5. The method of claim 1 wherein at least one avatar is
controlled by respiratory parameters so that a portion or all
of its visual representation expands and contracts with a
timing reflecting inspirations and expirations

6. The method of claim 5 wherein the respiration-avatar
visual representation comprises images of at least one lung
that are controlled to expand and contract with an amplitude
reflecting tidal volumes.

7. The method of claim 1 wherein at least one avatar is
controlled by cardiac parameters so that a portion or all of
its visual representation expands and contracts with a timing
reflecting diastoles and systoles.

8. The method of claim 7 wherein the cardiac-avatar
visual representation comprises images of at least one heart
that are controlled to expand and contract with an amplitude
reflecting stroke volumes.

9. The method of claim 1 wherein at least one avatar is
controlled by indications of subject activity level and has a
visual representation comprising images that are controlled
to depict a corresponding activity level.

10. The method of claim 9 wherein the activity-level
avatar images comprise a representation of a person.

11. A computer-implemented method for displaying a user
interface (“UI”) comprising:
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receiving physiological monitoring data reflecting
moment-by-moment values of one or more physiologi-
cal parameters of a monitored subject during one or
more time intervals;

retrieving descriptions in a graphic-description language
of a visual representation of at least one avatar, wherein
the avatar description further comprises instructions for
controlling the avatar to reflect the physiology of the
monitored subject;

generating a plurality of computer Ul images in depen-
dence on the received monitoring data and on the
retrieved descriptions that provide a moment-by-mo-
ment visual representation of the avatar that is con-
trolled in dependence on one or more of the received
physiological parameters; and

displaying the generated images comprising the avatar.

12. The method of claim 11 wherein the physiological
parameters comprise one or more of a respiratory rate, a tidal
volume, a cardiac rate, a cardiac stroke volume, a tempera-
ture, an activity indicator, and a physiological stress indi-
cator.

13. The method of claim 11 wherein a plurality of avatars
are displayed, each different avatar reflecting different
received physiological parameters.

14. The method of claim 13 wherein at least one avatar
reflects respiratory activity and at least one avatar reflects
cardiac activity.

15. The method of claim 11 wherein the avatar descrip-
tions comprise at least one vector describing a portion of a
generated image.

16. The method of claim 11 wherein the avatar descrip-
tions comprise at least one polygon describing a portion of
a generated image.

17. The method of claim 11 wherein the avatar descrip-
tions comprise at least one displayable image for display in
a generated image.

18. The method of claim 11 wherein the avatar descrip-
tions comprise at least one animation sequence.

19. The method of claim 18 wherein the animation is
displayed in the Ul at a rate controlled by one or more
received physiological parameters reflecting a physiological
rate,

20. A computer user interface comprising:

at least one avatar;

wherein the avatar has a visual representation reflecting
the physiology of the monitored subject; and

wherein the moment-by-moment appearance of the visual
representation of the avatar is controlled in dependence
on one or more physiological parameters of a moni-
tored subject.

21. The user interface of 20 wherein the physiological
parameters comprise one or more of a respiratory rate, a tidal
volume, a cardiac rate, a cardiac stroke volume, a tempera-
ture, an activity indicator, and a physiological stress indi-
cator.

22. The method of claim 20 further comprising a plurality
of avatars, each different avatar reflecting different physi-
ological parameters.

23. The method of claim 20 further comprising at least
one avatar reflecting respiratory activity and at least one
avatar reflecting cardiac activity.
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24. A computer system for displaying a user interface
(“UI”), the system comprising a computer-readable memory,
the computer-readable memory having stored therein
encoded instructions for causing a processor to perform
steps of:

receiving physiological monitoring data reflecting
moment-by-moment values of one or more physiologi-
cal parameters of a monitored subject during one or
more time intervals; and

displaying a computer Ul comprising at least one avatar
having a visual representation reflecting the physiology
of the monitored subject;

wherein the moment-by-moment appearance of the visual
representation of the avatar is controlled in dependence
on one or more of the received physiological param-
eters.

25. The computer system of claim 24 further comprising
a wearable item comprising one or more physiological
sensors from which the physiological monitoring data is
received.

26. The computer system of claim 25 wherein the wear-
able item is configured and arranged so that the monitored
subject can perform normal daily activities in a substantially
unrestrained manner.

27. The computer system of claim 25 wherein the physi-
ological sensors comprise one or more cardiac sensors,
respiratory sensors, accelerometers, electrocardiogram sen-
sors, electroencephalogram sensors, electro-oculogram sen-
sors, electro-myogram sensors, body temperature sensor,
body core temperature sensors, blood oxygen sensors, sound
sensors, ultrasound sensors, and electrical impedance sen-
SOrS.

28. The computer system of claim 25 wherein at least one
of the physiological sensors is based on inductive plethys-
mographic (“IP”) technologies.

29. The computer system of claim 28 wherein at least one
of the IP-technology sensors is positioned at the mid-thorax
for returning thoracocardiographic signals.

30. The computer system of claim 25 further comprising
a wireless network link over which monitoring data is
conveyed from the wearable item to the receiving computer
system.

31. The computer system of claim 24 wherein the physi-
ological parameters comprise one or more of a respiratory
rate, a tidal volume, a cardiac rate, a cardiac stroke volume,
a temperature, an activity indicator, and a physiological
stress indicator.

32. The computer system of claim 24 wherein a plurality
of avatars are displayed, each different avatar reflecting
different received physiological parameters.

33. The computer system of claim 24 wherein at least one
avatar reflects respiratory activity and at least one avatar
reflects cardiac activity.

34. The computer system of claim 24 wherein displaying
further comprises

retrieving descriptions in a graphic-description language
of a visual representation of at least one avatar, wherein
the avatar description further comprises instructions for
controlling the avatar to reflect the physiology of the
monitored subject; and

generating a plurality of computer Ul images in depen-
dence on the received monitoring data and on the
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retrieved descriptions that provide a moment-by-mo-
ment visual representation of the avatar that is con-
trolled in dependence on one or more of the received
physiological parameters.

35. The computer system of claim 34 further comprising
a plurality of computers, a first computer displaying a
generated UT and at least one other computer for retrieving
one or more avatar descriptions and for generating one or
more Ul images from the retrieved avatar descriptions.

36. The computer system of claims 24 further comprising
one or more of a training simulator with a display, a personal
digital assistant with a display, a handheld PC with a display,
a cell phone with a display, a handheld electronic device
with a display, a digital camera with a display, a wrist
mounted device with a display, and a digital wrist watch
with a display.

37. A removable computer-readable memory comprising
encoded instructions for causing a processor to perform
steps of claim 1 or of claim 11.

38. An method for individual training or rehabilitation
comprising:

receiving physiological monitoring data reflecting
moment-by-moment values of one or more physiologi-
cal parameters from a monitored subject during one or
more training periods; and

displaying to the subject during the training periods a
computer Ul comprising

one or more avatars, wherein the moment-by-moment
appearance of a visual representation of the avatar is
controlled in dependence on one or more of the
received physiological parameters so that the avatars
reflect in real time the moment-by-moment physiol-
ogy of the subject during training, and

information concerning one or more of a training plan,
training progress, and training goals.

39. The method of claim 38 wherein the physiological
parameters comprise one or more of a respiratory rate, a tidal
volume, a cardiac rate, a cardiac stroke volume, a tempera-
ture, an activity indicator, and a physiological stress indi-
cator.

40. The method of claim 38 wherein a plurality of avatars
are displayed, each different avatar reflecting different
received physiological parameters.

41. The method of claim 40 wherein at least one avatar
reflects respiratory activity and at least one avatar reflects
cardiac activity.

42. The method of claim 38 wherein the computer Ul
further comprises: an avatar having a visual representation
reflecting one or more of a training plan of the subject,
training progress of the subject, and training goals of the
subject.

43. A system for individual training or rehabilitation
comprising:
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a wearable item comprising one or more physiological
sensors that is configured and arranged so that a moni-
tored subject wearing the item can perform normal
training activities in a substantially unrestrained man-
ner;

a training device comprising a user display; and

a computer system comprising a computer-readable
memory, the computer-readable memory having stored
therein encoded instructions for causing a processor to
perform steps of:

receiving physiological monitoring data reflecting
moment-by-moment values of one or more physi-
ological parameters from a monitored subject during
one or more training periods; and

displaying to the subject during the training periods a
computer Ul comprising

one or more avatars, wherein the moment-by-moment
appearance of a visual representation of the avatar is
controlled in dependence on one or more of the
received physiological parameters so that the avatars
reflect in real time the moment-by-moment physiology
of the subject during training, and

information concerning one or more of a training plan,

training progress, and training goals.

44. The system of claim 43 wherein the physiological
sensors comprise one or more cardiac sensors, respiratory
sensors, accelerometers, electrocardiogram sensors, electro-
encephalogram sensors, electro-oculogram sensors, electro-
myogram sensors, body temperature sensor, body core tem-
perature sensors, blood oxygen sensors, sound sensors,
ultrasound sensors, and electrical impedance sensors.

45. The system of claim 43 wherein the wearable item
further comprising a wireless device for transmitting moni-
toring data to the computer system.

46. The system of claim 43 wherein the physiological
parameters comprise one or more of a respiratory rate, a tidal
volume, a cardiac rate, a cardiac stroke volume, a tempera-
ture, an activity indicator, and a physiological stress indi-
cator.

47. The system of claim 43 wherein a plurality of avatars
are displayed, each different avatar reflecting different
received physiological parameters.

48. The system of claim 47 wherein at least one displayed
avatar reflects respiratory activity and at least one avatar
reflects cardiac activity.

49. The system of claim 47 wherein the computer Ul
further comprises an avatar having a visual representation
reflecting one or more of a training plan of the subject,
training progress of the subject, and training goals of the
subject.



patsnap

TRAFROE) TENEOSREEESNLE
NIF(2E)E US20070050715A1 K (2E)R 2007-03-01
HiES US11/492484 HiEA 2006-07-24

#RERE(EFRAGE) VIVOMETRICS
i (E R AGR) VIVOMETRICS INC.

LHTBEE (TR A(E) VIVOMETRICS INC.

HRIZBA BEHAR ANDREW

EHA BEHAR, ANDREW

IPCH%S GO6F3/00 A61B5/00 A61B5/02 A61B5/08

CPCH#%E A61B5/0002 GO6F19/34 A61B5/0205 A61B5/0531 A61B5/08 A61B5/1116 A61B5/1118 A61B5/165

A61B5/6805 A61B5/6831 A61B5/744 A61B5/7475 GO6F1/163 GO6F3/011 A61B5/743 Y10S128/92
G06T2207/30004 GO6T13/40 GO6F19/3437 GO6F19/3418 G06T2215/16 A61B5/6801 A61B5/0022
G06T2210/41 G06T2207/30104 A61B5/01 G16H50/50

£ A 60/702779 2005-07-26 US
H A FF SRR US8033996

S\EBEEE Espacenet USPTO
WEGF)

REARBTEENE TN PRSI W RO EBEN RGN EEHR
BHOAPRE. B4t ARANVAFRAECERAESERHEERN
BESISHTAN-—IHSMLE, Rk , YRHABERERIRIR
HNER THITEFESHREENHE. ARARHKT -RIKA A
ENEATRLENEEEONARS , Sl , NFFBFIRZIEEPC
BIrEHNUAREREBETENNRE,



https://share-analytics.zhihuiya.com/view/6597e10e-e57b-41bc-93ea-61e3ca87974b
https://worldwide.espacenet.com/patent/search/family/037709103/publication/US2007050715A1?q=US2007050715A1
http://appft.uspto.gov/netacgi/nph-Parser?Sect1=PTO1&Sect2=HITOFF&d=PG01&p=1&u=%2Fnetahtml%2FPTO%2Fsrchnum.html&r=1&f=G&l=50&s1=%2220070050715%22.PGNR.&OS=DN/20070050715&RS=DN/20070050715

