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Description

FIELD OF THE INVENTION

[0001] The present invention relates generally to an in
vivo camera system and, in particular, to a system for
controlling the frame capture rate and frame display rate
of images produced by such a camera system.

BACKGROUND OF THE INVENTION

[0002] Several in vivo measurement systems are
known in the art. They include swallowable electronic
capsules which collect data and which transmit the data
to a receiver system. These intestinal capsules, which
are moved through the digestive system by the action of
peristalsis, are used to measure pH ("Heidelberg" cap-
sules), temperature ("CoreTemp" capsules) and pres-
sure throughout the gastro-intestinal (GI) tract. They
have also been used to measure gastric residence time,
which is the time it takes for food to pass through the
stomach and intestines. These intestinal capsules typi-
cally include a measuring system and a transmission sys-
tem, where a transmitter transmits the measured data at
radio frequencies to a receiver system.
[0003] Endoscopes are other types of devices that ob-
tain images from the gastro-intestinal tract. There are
currently two types of endoscopes. Fiber-optic endo-
scopes are pushed through the GI tract and use a fiber
optic waveguide to transmit a light signal from the area
of interest to electronics located outside the patient’s
body. Video endoscopes place an electronic camera at
the area of interest and transfer the video data through
a flexible cable to electronics located externally.
[0004] US Patent No. 5,604,531, assigned to the com-
mon assignee of the present application and incorporat-
ed herein by reference, teaches an in vivo measurement
system, in particular an in vivo camera system, which is
carried by a swallowable capsule. In addition to the cam-
era system there is an optical system for imaging an area
of the GI tract onto the imager and a transmitter for trans-
mitting the video output of the camera system. The overall
system, including a capsule that can pass through the
entire digestive tract, operates as an autonomous video
endoscope. It images even the difficult to reach areas of
the small intestine.
[0005] Reference is now made to Fig. 1 which shows
a block diagram of the in vivo video camera system de-
scribed in US Patent No. 5,604,531. The system captures
and transmits images of the GI tract while passing
through the gastro-intestinal lumen. The system contains
a storage unit 19, a data processor 14, a camera 10, an
image transmitter 8, an image receiver 12 (often an an-
tenna array), which usually includes an antenna array,
and an image monitor 18. Storage unit 19, data processor
14, image monitor 18, and image receiver 12 are located
outside the patient’s body. Camera 10, as it transits the
GI tract, is in communication with image transmitter 8

located in capsule 6 and image receiver 12 located out-
side the body. Data processor 14 transfers frame data
to and from storage unit 19 while the former analyzes the
data. Processor 14 also transmits the analyzed data to
image monitor 18 where a physician views it. The data
can be viewed in real time or at some later date.
[0006] The number of pictures that need to be taken
and which must be analyzed by the attending physician
is great. Assuming a minimum of two images per second
and a four to five hour dwell time in the GI tract, 30,000
images would be required during the transit of the GI tract
by the capsule. If 20 frames per second (fps) are dis-
played as is standard, the physician would need about
30 minutes to examine the images of the entire GI lumen.
[0007] PCT Application 99/30610 and Israeli Applica-
tion 122602 assigned to the common assignee of the
present application and incorporated herein by refer-
ence, recite a method for reducing the number of frames
captured by an in vivo camera, thereby extending its life.
The method discussed in the aforesaid applications re-
quires disconnecting the camera 10 from the power
source when motion (velocity) is below a certain thresh-
old value.
[0008] Document US-A-372 3644 discloses an appa-
ratus according to the preamble of claim 1.

SUMMARY OF THE PRESENT INVENTION

[0009] It is an object of the present invention to provide
a system for minimizing the time for reviewing images
taken by an in vivo camera system or by endoscopes.
This is accomplished by the system of claim 1.
[0010] Advantageous embodiments are described in
the dependent claims.
[0011] In an embodiment of the present invention, a
display system for displaying the output of an in vivo cam-
era system is described. The system includes a frame
storage unit for storing frames of the camera system, and
an image processor for correlating frames to determine
the extent of their similarity. The processor generates a
frame display rate which is slower when the frames are
generally different and faster when the frames are gen-
erally similar. The embodiment also includes a display
unit for displaying the frames received from the frame
storage unit at the frame display rate. The display system
described can also include a controller connected to a
frame storage unit and the imager processor. The con-
troller then varies the display rate of the aforementioned
display unit. In the above embodiment the at least two
frames can be consecutive or non-consecutive frames.
[0012] In still another embodiment a video camera sys-
tem also includes a display system having a frame stor-
age unit for storing at least two frames and an image
processor for determining the similarity of at least two
frames. The processor generates a frame display rate
based on the similarity of the frame. The frame display
rate is slower when the frames are generally different
and faster when the frames are generally similar. The

1 2 



EP 1 401 512 B1

3

5

10

15

20

25

30

35

40

45

50

55

embodiment also includes a display unit for displaying
the frames received from the frame storage at the re-
quired frame display rate.
[0013] In yet another embodiment an in vivo camera
system also includes a display system having a frame
storage unit for storing at least two frames. The display
system further includes an image processor for correlat-
ing at least two frames thereby determining the extent of
their similarity and for generating a frame display rate
based on that similarity. Finally, the display system in-
cludes a display unit for displaying the frames received
from the frame storage at the frame display rate.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014] The present invention will be understood and
appreciated more fully from the following detailed de-
scription taken in conjunction with the drawings in which:

Fig. 1 is a block diagram illustration of a prior art in
vivo video camera system;
Fig. 2 is a block diagram illustration of a system for
varying the frame capture rate of the camera system
of Fig. 1 using a sensor to determine changes in
video capsule velocity;
Fig. 3A is a block diagram illustration of a further
embodiment of Fig. 2 using an accelerometer as a
sensor;
Fig. 3B is a block diagram illustration of a still further
embodiment of Fig. 2 using an accelerometer as a
sensor with the control loop and sensor all inside the
capsule;
Fig. 4 is a block diagram illustration of an alternative
embodiment of the system of Fig. 1 in which image
data from two consecutive frames is compared;
Fig. 5 is a block diagram illustration for varying the
frame display rate of the in vivo video camera system
of Fig. 1 by comparing image data from two consec-
utive frames;
Fig. 6 is a block diagram illustration of a method for
determining if the capsule has moved and a change
in frame display rate is required;
Fig. 7 are histogram illustrations of a difference func-
tion useful in understanding the method of Fig. 6;
Fig. 8A is a block diagram illustration of a method
for varying both the frame display rate and the frame
capture rate as described in Figs. 4 and 5; and
Fig. 8B is a block diagram illustration of a system as
in Fig. 8A but also including a command processor.

[0015] Similar elements in different figures are given
identical numbers throughout.

DETAILED DESCRIPTION OF PREFERRED EMBOD-
IMENTS

[0016] The large volume of data collected by an in vivo
camera system, such as the one described above, is a

result of the long period of time, usually several hours,
that it takes the camera to traverse the gastro-intestinal
tract. The camera transits the GI tract in fits and starts.
Because of the intermittent motion of the capsule and its
long residence time at some positions, the number of
sequential images that are similar is very large. It would
be preferable if such duplicative frames were eliminated
entirely or at least reduced in number. Alternatively, the
display time of individual frames can be shortened, there-
by reducing the time required to view the image datast-
ream. The present document describes a number of
ways to shorten viewing time: reducing the frame capture
rate (Figs. 2 - 4) and/or reducing the frame display rate
(Fig. 5).
[0017] It should be understood that in all discussions
both above and below, when the terms camera and im-
ager are used they are equivalent. It should also be un-
derstood that the camera or imager being discussed in
this application is one capable of having its frame capture
rate and/or frame display rate varied.
[0018] One method to control the frame capture rate
is to monitor the velocity of the capsule in the GI tract.
Reference is now made to Fig. 2, which illustrates, in
block diagram format, a system for controlling the frame
capture rate of the camera 10. The system comprises a
sensor 11, a data processor 14, a frame capture rate
controller 17, a frame capture rate transmitter 16, a cap-
ture rate receiver 9, camera 10 and optionally, a database
or look-up table 15. Camera 10 and capture rate receiver
9 are both located within the capsule.
[0019] Sensor 11, which measures motion directly or
indirectly, is attached to, or placed within, the capsule 6
and relays the value of a measured motion-related phys-
ical property to data processor 14. Data processor 14,
together with database (or a look-up table) 15 to which
processor 14 is linked, determines the required frame
capture rate based on current and past values of the
measured property. When the camera is moving slowly,
fewer frames need to be captured; when it moves quickly,
the number of frames captured or displayed need to be
increased. Data processor 14 then provides the calcu-
lated capture rate to frame capture rate controller 17,
which, in turn, transmits the rate to camera 10. For clarity,
Fig. 2 (as well as all later Figures) does not show the
image transmitter 8 and image receiver 12 described
above which is the actual link between sensor 11 and
data processor 14.
[0020] In the above embodiment, a database or look-
up table is used. In other embodiments, database or look-
up table 15 is not needed and processor 14 calculates
the required frame capture rate directly using a suitable
function.
[0021] Fig. 2 illustrates how the capture rate is trans-
mitted to camera 6. Frame capture controller 17 transfers
the desired frame capture rate to frame capture rate
transmitter 16. Both controller 17 and transmitter 16 are
outside the patient’s body. Transmitter 16 transmits in-
formation about the required capture rate to capture rate

3 4 



EP 1 401 512 B1

4

5

10

15

20

25

30

35

40

45

50

55

receiver 9 located within capsule 6. Capture rate receiver
9 then adjusts the frame capture rate of camera 10.
[0022] A special case of the system in Fig. 2 is illus-
trated in Fig. 3A where the sensor is an accelerometer
111 whose output is processed by an integrator 13. The
processor is a motion processor 114. The remaining el-
ements are as shown in Fig. 2. Accelerometer 111 is in
communication with integrator 13. Accelerometer 111,
which is typically placed in the interior of capsule 6, de-
termines the instantaneous acceleration of capsule 6 as
it moves through the GI tract. Integrator 13 converts the
acceleration data to velocity. Integrator 13 can be a
stand-alone element connected to motion processor 114
(as in Fig. 3A) or it can be an integral part of motion
processor 114. In either case, integrator 13 transfers in-
formation regarding the velocity of the capsule to motion
processor 114. Motion processor 114, together with da-
tabase (or look-up table) 15, determines the required
frame capture rate. Processor 114 relays the calculated
capture rate to frame capture rate controller 17. As de-
scribed above (Fig. 2), frame capture controller 17 relays
the required frame capture rate via frame capture rate
transmitter 16 to capture rate receiver 9 within capsule 6.
[0023] In lieu of database (or look-up table) 15 in Fig.
3A, motion processor 114 can utilize a function that re-
lates velocity to frame capture rate. The function can then
be used to calculate the required rate. The function, cap-
ture rate vs. capsule velocity, will usually be monotoni-
cally increasing.
[0024] The small accelerometer 111 used in Fig. 3A
can be purchased from numerous suppliers. A suitable
integrator 13 can also be obtained from many different
vendors. Alternatively, an integrator can be built using
an operational amplifier or implemented numerically us-
ing an A/D converter and a microprocessor.
[0025] In another embodiment, the integrator can be
omitted from Fig. 3A. In that case, data from the accel-
erometer 111 can be processed directly to determine the
required frame capture rate.
[0026] The system in Fig. 1 has been shown and de-
scribed with processing and storage units outside the
body, but they do not have to be. Through miniaturization
of the components, most, if not all, electronic elements
in Figs. 2 and 3A above and Figs. 4, 5 and 8 below, can
be attached to or placed within capsule 6 and in direct
communication with camera 10.
[0027] In fact, for the embodiments illustrated in Figs.
2 and 3A, a similar but alternate placement of compo-
nents is possible. Referring to Fig. 3B, the previous em-
bodiments would have sensor 11 (or accelerometer 111),
integrator 13, data processor 14, and frame rate control-
ler 17 positioned inside capsule 6 and in direct commu-
nication with camera 10. Frame rate transmitter 16 and
capture rate receiver 9 would then be superfluous.
[0028] Other sensors can be used which can deter-
mine velocity. A pressure sensor attached to the capsule
is one such sensor. When the rate of peristalsis increas-
es, velocity of the capsule through the small intestine

increases. A pressure sensor can detect peristaltic in-
duced pressure (and/or changes in pressure) exerted by
the walls of the small intestine. The relation between
pressure (and/or changes in pressure) and velocity can
be determined empirically, and then utilized to determine
the frame capture rate.
[0029] If the patient is placed in a magnetic field, cap-
sule 6 can contain an induction coil which functions as a
velocity sensor. The magnetic field induces a current in
the coil whose magnitude is a function of the velocity of
the coil through the field. Data on the induced current is
transmitted to motion processor 114 and processed as
in Fig. 3A.
[0030] While the sensors 11 discussed with Figs. 2 and
3 above are in vivo sensors and are attached directly to
capsule 6, external sensors can also be used. A Doppler
ultrasound unit continuously tracking the capsule can
serve as an external sensor. Such a unit would be in
communication with motion processor 114 which would
process velocity data and convert it to a frame capture
rate as discussed hereinabove. The conversion of ultra-
sonic Doppler data to velocity data is well-known in the
art. Once the velocities have been calculated, a function,
database or look-up table can be used to define the de-
sired capture rate.
[0031] In yet another embodiment, several physical
properties are measured concurrently and used to deter-
mine an optimum frame capture rate. This embodiment
requires multiple sensors 11, each attached to the cap-
sule 6, or possibly, as with an ultrasound sensor, outside
the body. Each sensor would measure a different prop-
erty. A data processor 14 or 114 as in Figs. 2 and 3, or
even a set of processors 14, one for each property being
measured, interprets the data and determines a suitable
frame capture rate. The analyses performed by the sev-
eral processors are relayed to a central command proc-
essor (not shown) where their results are combined to
obtain an optimum overall frame capture rate. The overall
optimal rate is then relayed from the central command
processor to frame capture rate controller 17, which
transmits it to camera 10 in a manner identical to that
described with Fig. 2.
[0032] In all of the above embodiments where the ve-
locity of the capsule is determined, the conversion of ve-
locity data to frame capture rate does not necessarily
require the use of digital data. Analog data provided by
the sensor may be used directly to determine the required
frame capture rate if proper ancillary analog circuitry is
employed.
[0033] Reference is now made to Fig. 4 which illus-
trates another method for varying the frame capture rate.
Fig. 4 shows camera 10, storage unit 19, an image proc-
essor 214, frame capture controller 17 and optionally,
database or look-up table 15. Camera 10 captures a
frame that is transmitted as described in Fig. 1 to external
storage unit 19. Images are stored sequentially in unit
19. The stored data is comprised of one or more pixel
properties. Color and intensity are among the properties
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that can be stored.
[0034] Image processor 214 receives images for com-
parison from storage unit 19. Processor 214 compares
each image In in the datastream to its predecessor In-1.
If the stream of images is too lengthy or rapid, non-adja-
cent images can be compared, e.g image In with the im-
age In-k, where k>1. For this latter embodiment, the cap-
ture rate can be calculated for each kth image, where
k>0. As described below with respect to Fig. 6, the com-
parison can be made on a pixel-by-pixel basis or, alter-
natively, on a pixel cluster basis. Based on the compar-
ison of the two images, processor 214 calculates the re-
quired frame capture rate.
[0035] Frame capture rate controller 17 receives infor-
mation about the required frame capture rate from image
processor 214. As shown in Fig. 2 and described above,
controller 17 transfers the required frame capture rate to
camera 10. For clarity, the requisite elements for this
transfer have not been included in Fig. 4 but can be seen
in Fig. 2.
[0036] All of the methods discussed above relate to
the frame capture rate. An alternative approach for re-
ducing overall presentation time of the datastream of the
system is to use a variable frame display rate. In such
situations, the frame capture rate can, but need not, be
held constant. When the analysis of the pixels in consec-
utive frames indicates that the capsule is at rest or moving
slowly, the images are displayed at a fast display rate. If
the analysis indicates that the capsule is moving rapidly
through the GI tract, the images are displayed more slow-
ly.
[0037] Reference is now made to Fig. 5, where a block
diagram illustrates such a system. The diagram shows
camera 10, storage unit 119, an image processor 314,
frame display rate controller 21, image monitor 18 and,
optionally, database or look-up table 15. Camera 10
transmits frames to storage unit 119. After the acquisition
of a given number of frames and their storage in the buffer
of storage unit 119, two consecutive frames Pn and Pn-1,
are sent to image processor 314. The frames, either on
a pixel-by-pixel or pixel cluster basis, are compared using
a suitable function or set of functions. The function will
usually be monotonically increasing. Image processor
314, based on its analysis of the compared frames, relays
the required frame display rate to frame display controller
21. Frame display controller 21 provides the required
frame display rate to storage unit 119. The latter releases
an image Pm or images Pm through Pm+p to image mon-
itor 18. Pm may, but need not be, frames Pn or Pn-1 . As
discussed above, it should be remembered that the frame
comparison need not be performed between adjacent
images Pn and Pn-1 but between Pn and Pn-k, where k>1.
[0038] The functions used by image processors 214
and 314 in Figs. 4 and 5 to make their determinations
can be based on:

Calculating the simple difference in a given property
between corresponding pixels of two, not necessar-

ily consecutive, frames;
Calculating the cross-correlation function between
two, not necessarily consecutive, frames; and
Calculating the changes of local statistical distribu-
tions β and between corresponding local statistical
distributions β in two, not necessarily consecutive,
frames.

[0039] Local statistical distributions can include the
mean, the variance or the standard deviation of given
pixel clusters. The pixel cluster, for example, can be the
pixels in the upper left quadrant (64 X 64 pixels) of a 256
X 256 image. The above approaches are illustrative only;
other approaches may also be used.
[0040] When the image display rate is calculated for
non consecutive images, Pj and Pj+k, where k > 1, the
images Pj+1 and Pj+k-1, between the non-consecutive im-
ages are speeded up or slowed done as determined by
the display rate calculation for frames Pj and Pj+x.
[0041] Reference is now made to Fig. 6 where a block
diagram of a function which can be used to determine
the required display rate is illustrated. Fig. 6 shows the
operations needed for comparing image Pi and Pi+x,
where x is usually, but not necessarily, 1. Initially, each
image Pi is divided (step 50) into a multiplicity of cells Ai
(m,n), where 1<m<M and 1<n<N.
[0042] The average intensity, IAi(m,n) of each cell Ai(m,
n) of image Pi is then calculated (step 52) from data pro-
vided by image receiver 12 of Fig.1. The absolute value
of the difference Di(k,l) of the average intensities | of Ai
(k,l) and Ai+x(k,l) of corresponding cells A(k,l) in frames
Pi and Pi+x is determined (step 54). Di(k,l) is defined as: 

It is readily apparent that where Di(k,l) is small, the cap-
sule is moving slowly.
[0043] The Di(k,l) values are then organized into a his-
togram (step 56). The y-axis of the histogram is Di(k,l)
and the x-axis is the number of corresponding pairs of
cells, Ai(k,l) and Ai+x(k,l), which have a difference of mag-
nitude Di(k,l). Referring to Fig. 7, curve (a) represents a
histogram of essentially similar cells in consecutive (or
non-consecutive) frames, while curve (b) shows a histo-
gram of cells in significantly different frames. It should
readily be apparent that if two images are similar, the
histogram of the differences in the cells of these images
are concentrated at low values of Di(k,l). If the images
are different, the histogram contains higher values of Di
(k,l). It should also be readily apparent that the center of
mass CMa of curve (a) is further to the right than the CMb
of curve (b) and represents a slower moving capsule.
[0044] Returning to Fig. 6, the center of mass CM of
the histogram is determined in step 58. The CM of the
histogram can be correlated (step 60) with the velocity
of the capsule by using an empirically determined corre-
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lation supplied (step 66) by a database or look-up table.
On the basis of the CM of the histogram, a difference
between images is determined and a velocity calculated
(step 62). The capture or display rate as a function of the
difference or similarity in the compared images can be
provided (step 68) from another empirically developed
database, look-up table or mathematical function. The
capture or display rate is then varied (step 64) accord-
ingly.
[0045] Reference is now made to Figs. 8A and 8B,
which illustrate yet another embodiment of the invention.
Fig. 8A shows a combined system where both the frame
capture rate and the frame display rate are varied con-
currently to minimize total datastream display time. Fig.
8A is a fusion of the systems shown in Figs. 4 and 5.
There could equally well have been a combined system
of the embodiments described in Figs. 2 or 3 and 5.
[0046] In Fig. 8A, two storage units 19 and 119 and
two image processors 214 and 314 are shown. The sys-
tem also includes frame capture rate controller 17, frame
display rate controller 21, image monitor 18 and camera
10. One storage unit 19 stores data for the frame capture
rate analysis while the other unit 119 stores data for the
frame display rate calculation. Each image processor 214
and 314 processes a different rate calculation. Image
processors 214 and 314 could use the same or different
algorithms to calculate the required capture and display
rates.
[0047] Fig. 8B is similar to Fig. 8A but contains a com-
mand processor 414 which coordinates and optimizes
the capture and display rate calculations, while minimiz-
ing total presentation time. The command processor 414
receives results calculated by processors 214 and 314
and transfers the optimized overall rates to capture and
display controllers 17 and 21 respectively.
[0048] Currently, data is collected by the video camera
at a rate of 2 frames per second (fps) and screened at a
normal video rate of 30 fps. This screening rate is too
fast for the eye to discern changes and the display rate
must be slowed. An alternative to slowing down the dis-
play rate is to repeat the same frame several times, dis-
playing the repeated frames at the standard rate. Re-
peating a frame is a way of changing the display rate in
cases where it is impossible to change the display rate
of individual frames directly. Methods such as those dis-
cussed above, which measure the difference between
corresponding pixels in two frames, can be used to de-
termine if repetitive screening of the same frame is re-
quired. Repetition of frames, however, increases the total
length of the datastream. Therefore, the processor must
determine when the trade-off between repeating frames
and a longer, more time-consuming, datastream is ad-
vantageous.
[0049] It should be readily apparent, that if the capsule
is moving too slowly, an inordinate number of frames may
be identical. If that is the case, the frame rate controller,
based on the pixel comparisons of the image processor,
can speed up the display rate by eliminating one or more

identical frames.
[0050] It should also be readily apparent that the
above-described methods for varying frame capture and
display rates can be applied to video endoscopes with
little or no modification.
[0051] It will be appreciated by persons skilled in the
art that the present invention is not limited by what has
been particularly shown and described herein above.
Rather the scope of the invention is defined by the claims
that follow:

Claims

1. A processing system for processing the output of an
in vivo camera system (10), the system comprising:

a frame storage unit (19; 119) for storing frames
of output of said camera system (10);
an image processor (14; 214; 314) adapted to
compare at least two frames of said output to
determine the extent of their similarity and
adapted to cause the display of image frames
received from the frame storage unit (19; 119)
at a frame display rate corresponding to the ex-
tent of said determined similarity characterized
in that said frame display rate is slower when
said frames are generally different and faster
when said frames are generally similar.

2. A system according to claim 1 wherein said at least
two frames are two consecutive frames.

3. A system according to claim 1 wherein said at least
two frames are two non-consecutive frames.

4. A display system for displaying the output of an in
vivo camera system, said display system compris-
ing:

a processing system according to one of claims
1 to 3,
a display unit (18) for displaying said frames re-
ceived from said frame storage unit at said frame
display rate, and
a controller (21) in communication with said
frame storage (19; 119) and said image proces-
sor (14; 214; 314) of said processing system,
wherein said controller (18) varies said display
rate of said display unit.

Patentansprüche

1. Ein Verarbeitungssystem zum Verarbeiten der Aus-
gabe eines In-Vivo-Kamerasystems (10), das Sy-
stem, umfassend:
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eine Rahmenspeichereinheit (19; 119) zum
Speichern von Rahmen der Ausgabe des Ka-
merasystems (10);
einen Bildprozessor (14; 214; 314), der ange-
passt ist zum Vergleichen von mindestens zwei
Rahmen der Ausgabe, um das Ausmaß deren
Ähnlichkeit zu bestimmen, und angepasst ist
zum Bewirken der Darstellung der Bildrahmen,
die von der Rahmenspeichereinheit (19; 119)
empfangen werden, mit einer Rahmendarstel-
lungsrate, die dem Ausmaß der bestimmten
Ähnlichkeit entspricht,
dadurch gekennzeichnet, dass
die Rahmendarstellungsrate langsamer ist,
wenn die Rahmen sich generell unterscheiden,
und schneller ist, wenn die Rahmen sich gene-
rell ähneln.

2. Ein System nach Anspruch 1, wobei die mindestens
zwei Rahmen zwei aufeinanderfolgende Rahmen
sind.

3. Ein System nach Anspruch 1, wobei die mindestens
zwei Rahmen zwei nicht aufeinanderfolgende Rah-
men sind.

4. Ein Darstellungssystem zum Darstellen der Ausga-
be eines In-Vivo-Kamerasystems, das Darstellungs-
system, umfassend:

ein Verarbeitungssystem nach einem der An-
sprüche 1 bis 3,
eine Darstellungseinheit (18) zum Darstellen
der Rahmen, die von der Rahmenspeicherein-
heit mit der Rahmendarstellungsrate empfan-
gen werden, und eine Steuereinheit (21), die mit
dem Rahmenspeicher (19; 119) und dem Bild-
prozessor (14; 214; 314) des Verarbeitungssy-
stems kommuniziert, wobei die Steuereinheit
(18) die Darstellungsrate der Darstellungsein-
heit variiert.

Revendications

1. Système de traitement pour traiter la sortie d’un sys-
tème de caméra in vivo (10), le système comprenant:

une unité de stockage de trames (19, 119) pour
stocker des trames de sortie dudit système de
caméra (10);
un processeur d’images (14, 214, 314) adapté
pour comparer au moins deux trames de ladite
sortie pour déterminer le degré de leur similitu-
de, et adapté pour produire l’affichage de trames
d’images reçues de l’unité de stockage de tra-
mes (19, 119) à une vitesse d’affichage de tra-
mes correspondant au degré de ladite similitude

déterminé, caractérisé en ce que ladite vitesse
d’affichage de trames est plus lente lorsque les-
dites trames sont globalement différentes et
plus rapide lorsque lesdites trames sont globa-
lement similaires.

2. Système selon la revendication 1 dans lequel lesdi-
tes au moins deux trames sont deux trames consé-
cutives.

3. Système selon la revendication 1 dans lequel lesdi-
tes au moins deux trames sont deux trames non-
consécutives.

4. Système d’affichage pour afficher la sortie d’un sys-
tème de caméra in vivo, ledit système d’affichage
comprenant:

un système de traitement selon l’une des reven-
dications 1 à 3,
une unité d’affichage (18) pour afficher lesdites
trames reçues de ladite unité de stockage de
trames à ladite vitesse d’affichage de trames, et
une unité de commande (21) en communication
avec ladite unité de stockage de trames (19,
119) et ledit processeur d’images (14, 214, 314)
dudit système de traitement, où ladite unité de
commande (18) fait varier ladite vitesse d’affi-
chage de ladite unité d’affichage.
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